M.COM. 2ND SEMESTER
ADVANCED BUSINESS STATISTICS

PROBABILITY DISTRIBUTION
1.1 The Concept of Random Variable
Before we describe, the concept of probability distribution, one should know the meaning of random variable. When the value of a variable varies due to chance then such a variable is called random variable. The different values that a random variable take are associated with a certain probability. The outcomes of a purely random experiment represent a random variable. In a random experiment with repeated performance a random variable assumes different values where each of such values is attached with some probability to be assumed by the variable.
1.2 Types of Random Variable
Random variables in statistics are classified into two types:
1.2.1 Discrete Random Variable
Discrete random variable is a variable which can take a number of possible outcomes or values which are finite and countable. The possible outcomes may vary from say 0 to 10 or 20 or n, but each outcome must be attached with some probability. The following example may help us to clear our understanding:

Suppose we are throwing a dice. Now, the number of possible outcomes from this random experiment is no doubt six and it may vary from 1 to 6. As our possible outcomes are definite and countable, so very easily we can calculate the probability attached with a particular outcome, say, 3 or 4.

Now, in this case if we introduce a variable say X which can assume any value (whole number) from 1 to 6 is a discrete random variable.

So, two things are cleared from the above discussion that discrete random variable can take only a finite and countable number of values and secondly the values or outcomes of a random experiment in such case contain some specific probabilities.
1.2.2 Continuous Random Variable

It is not possible to present the outcomes of all random experiments by only discrete random variable. Suppose a random experiment where we try to measure the temperatures of different days in a particular month. Now, for a single day, the temperature may take any number of values which is not countably finite in nature. 

More specifically, a continuous random variable can be defined as a variable that may assumes any numerical values which are countably infinite. As the number of possible outcomes is not finite in this case so we can't assign any probability respect to the various outcomes of a random experiment of such variable.
1.3 Probability distribution of a random variable
We have already stated that, in a random experiment the random variable may assume different values (or outcomes of each repeated experiments) and each of such value has some probability to be assumed by the variable. Now, if we separately consider the probabilities attached with each of the values and distribute such probabilities among the different values that the variable assumes then this formal way of presenting this information is called probability distribution. 

In brief, probability distribution of a random variable is a statement specifying the maximum possible values that the variable may take along with their respective probabilities. 

The probability distribution helps in understanding properly the nature of data. For instance, a shoe-maker must know something about the distribution of sizes of his potential customers’ feet, otherwise he may be stuck with shoe size that he cannot sell. Similarly, an owner of a restaurant must know about the peoples’ likes and dislikes of various foods. 
Now based on the nature of the random variable, the probability distribution may be of two types. If the random variable x is a discrete one, the probability function p(x) is called ‘probability mass function’ and its distribution as ‘discrete probability distribution’ and if the random variable x is of continuous type, then the probability function p(x) is called ‘Probability density function’ and its distribution as ‘continuous probability distribution’.
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Among the above probability distributions, the following are few important distributions discussed below:
2.1. Binomial Distribution

Jacob Bernoulli (1654-1705), a Swiss mathematician had discovered the Binomial distribution. It expresses the probability of one set of dichotomous alternatives, i.e. success or failure.

It is a kind of discrete probability distribution and is represented by the Probability Mass Function:
f(x)= nCx pxqn-x , where x = 0, 1, 2 ...n and the sum of probability i.e. p+q=1.
Here p and q denote the probability of occurrence of x and non-occurrence of the same. The total probability is p + q, which equals to 1. 

Explanation

Suppose we are tossing a coin (unbiased) for five times. Now, the probability of getting head 1/2 and that of tail is also 1/2 for each independent trial. Now, if we want to calculate the probability of getting head for three times, then head will be our success outcome and the probability of this is

= 5C3 p3q5-3
Now, the values of p and q are 1/2, so putting the values we get:

5C3 (1/2)3(1/2)5-3

= 10× (1/8) × (1/4)
= 0.312 

so, the probability of getting heads for three times is 31.2 percent.

There are few specific conditions under which binomial distribution holds and they are as follows:
1. The result of any trial should be classified only into two categories, either success of failure.
2. The probability of success in each of the trial should be constant.
3. The trials are independent in nature i.e. the outcome of a paricular trial should not affect or be affected by any other trials.
4. Experiment should be performed under same condition which involves a sequence of fixed number of identical trials

What is the probability of getting 2 tails in three independent coin tossing ?

We kwon that, the probability x successes in n independent trials = nCx pxqn-x , where x = 0, 1, 2 ...n
Here n=3, x= 2, p=q=1/2

So, the probability of getting 2 tails in three trials = 3C2(1/2)2 (1/2)3-2

                                                                                          = {!3/!(3-2)!2} × (0.5)2×  (0.5)3-2

                                                                                          = 3 × 0.25 × 0.5

                                                                                          = 0.375

So, the probability of getting two heads in thee independent trilas is 37.5 percent.

The overall percent of failures in a certain examination is 40. What is the probability that out of a group of 6 candidates at least 4 passed the examinations?
Solution: 

Here the event of passing the examination can be assumed as a success and vice versa,

Now, here probability of failure (denoted by q) of a candidate is given as 40% i.e. 0.40 or 2/5
So, the probability of success (denoted by p) is (100-40)% = 60% i.e. 0.60 or 3/4
Now, atleast 4 candidates from a group of 6 implies, either 4, or 5 or 6 and if we want to calculate the probability of atleast 4 successes then we have to add up the probability of 4, 5 and 6 successes as per the rule of probability.

So, the above we get the total probability = f(4) + f(5) + f(6)

f(4) = 6C4 ×(0.60)4× (0.40)6-4 = 15 × (3/5)4 × (2/5)2

f(5) = 6C5 ×(0.60)5× (0.40)6-5 = 6 × (3/5)5 × (2/5)

f(6) = 6C6 ×(0.60)6× (0.40)6-6 = 1× (3/5)6 × 1

Summing up all the above calculated probability we get

{15 × (3/5)4 × (2/5)2} + { 6 × (3/5)5 × (2/5)} + (3/5)6

= 4860/15625 + 2916/15625 + 729/15625

= 8505/15625

= 0.5443

i.e. 54.43 percent.

So, in this case, the probability that out of a group of 6 candidates at least 4 passed the examinations is 54.43 percent.


1. Binomial distribution is a kind of dicrete probability distribution. It has two parameters, n and p.

2. Mean = np

3. Variance = npq

4. Statndard Deviation = [image: image2.png]J/npg




5. Skewness = [image: image4.png](a—p)//npq




6. Kurtosis = (1-6pq)/npq

7. Binomial distribution is symmetrical if p = q= 0.5, positively skewed if p < 0.5 and negatively skewed if p > 0.5.
2.1.3Mean and Standard Deviation of Binomial Distribution
We know that the probability mass function of Binomial distribution is :

f(x)= nCx pxqn-x, where x = 0, 1, 2 ...n and the sum of probability i.e. p+q=1.
[image: image5.png]Now,mean = E(9) = " x.£(2)




Now, replacing f (x) by nCx pxqn-x, we get
E (x) = 0. nC0 p0qn + 1. nC1 p1qn-1 + 2. nC2 p2qn-2 + ……….+ n. nCn pnq0
= 0 + 1. npqn-1 + 2. [image: image7.png]n(n—1)
21



p2qn-2 +………………….+ n.pn
= npqn-1 + n(n-1) p2qn-2 + ……….+ n.pn
     = np [qn-1 + (n-1) p qn-2 + ………..pn-1]
= np [qn-1 + n-1C1 pqn-2 + ………..+ n-1Cn-1 pn-1]

= np (q+p)n-1 
 = np (1)n-1                    ( as q+p=1)
  = np

Therefore, Mean = np

Again. We know variance (ơ2) = E (x2) – {E (x)}2

Now, E (x2) = [image: image9.png]X x* f(x)
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 + np
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 nCx pxqn-x

= 0 (-1){ nC0 p0qn} + 1 × 0 {nC1 p1qn-1} + 2 × 1{ nC2 p2qn-2} + 3 × 2{ nC3 p3qn-3} +………….

…………..+ n(n-1){ nCn pnq0}

= 0 + 0 + 2 × 1{ [image: image23.png]n(n—1)
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 p2 qn-2} + 3 × 2 {[image: image25.png]n(n—1)(n—2)
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p3 qn-3} + ……………………+ n(n-1)pn
= n(n-1) p2 qn-2 + n(n-1)(n-2) p3 qn-3 +………………………..+ n(n-1)pn
= n(n-1) p2 [qn-2+ (n-2)p qn-3 + …………………….+ pn-2]
= n(n-1) p2 [qn-2 + n-2C1 pqn-3 + …………..+ n-2Cn-2 pn-2]
= n(n-1) p2(q+p)n-2
= n(n-1) p2(1)n-2

= n(n-1)p2

So, E (x2) = n(n-1)p2 + np
Now, variance (ơ2) = E (x2) – {E (x)}2
= n(n-1)p2 + np - (np)2
= n(n-1)p2 + np - (np)2
= n2p2 – np2 + np - n2p2
= np – np2
= np(1-p)

= npq ( putting 1-p = q)

So, the Standard Deviation (ơ) = [image: image27.png]DT




Finally, we get the Mean and Standard Devation of Binomial Distribution = np and [image: image29.png]DT



 Respectively.

The probability of getting a defective item is 0.1. Find out the mean and standard deviation of defective items in a lot of 1000 such items. Also find out the coefficient of skewness and Kurtosis.
Solution:
We know that, mean of a binomial distribution = np= 1000 × 0.1  (in this case, n= 1000 and p= 0.1)  =100

Statndard Deviation = [image: image31.png]DT



 = [image: image33.png]V1000 x 0.1 x 0.9



= 9.48

Skewness = [image: image35.png](a—p)//npq



 = (0.9 - 0.1)/√1000 × 0.1 × 0.9 = 0.084
Kurtosis = (1-6pq)/npq = { (1 – 6 × 0.1 × 0.9) /(1000 × 0.1 × 0.9)} = 0.005
So, the distribution is positively skewed and leptokurtic in nature.


A CCTV camera is put for the purpose of recording the number of cars crossing a red light at an intersection. It is observed that on an average in 15% of light changes record a car running a red light. Assume that the data has a binomial distribution. What is the probability that in 20 light changes there will be exactly three (3) cars running a red light? 
Solution:
Write out the key statistics from the information given:    x = 3, n ( 20, p( 0.15

So, the probability that in 20 light changes there will be exactly three (3) cars running a red light i.e., f (3) = 20C3 0.153. 0.8520 – 3
= 0.24
So, the probability that in 20 light changes there will be three (3) cars running a red light is 0.24 (24%).

In a particular locality the probability of getting a graduate person is 0.4. Determine the probability that out of 5 persons of that locality a) None b) one , c) at least one will be graduate.

Solution:
Here, p = 0.4, q = 0.6 and n = 5

We know that, the probability mass function of Binomial Distribution isf(x)= nCx pxqn-x , where x = 0, 1, 2 ...n and the sum of probability i.e. p+q=1.
Now, putting the values of x we get

a) The probability that out of 5 persons of that locality none will be graduate i.e.,
f(0) = 5C0 0.400.65-0

= 1 × 0.40 × 0.65

= 0.08

b) The probability that out of 5 persons of that locality one will be graduate i.e.,
f(1) = 5C1 0.410.65-1

      = 5 × 0.4 × 0.64

      = 0.26

c) The probability that out of 5 persons of that locality at least one will be graduate i.e.,
f(x ≥ 1) 
=1 - f(0) 
= 1 - 0.08
= 0.92
Exercise
1. A box contains 100 balls, 20 of which are defective. If someone picks 10 balls for an examination. Find out the probability that: 

a) all 10 balls are defective b) all 10 balls are non-defective and  [Ans. a. (0.2)10   b. 1 - (0.2)10]

2.  The mean and standard deviation of a binomial distribution is 32 and 4 respectively. What are the values of n, p and q ?   [Ans. n = 64, p = q = 0.5]
3. 30 percent people of a villege is graduate. What is the probability of getting 1 graduates from 6  people from the villege ? [ Ans. 0.30]
4. A company has decided to form a marketing group consisting 5 candidates. The probability of taking a male candidate is 0.5. What is the probability that the group will contain  atleast one male candidate ? [ Ans. 0.968 ]
5. A local politician claims that the assessed value of houses, for house tax purposes by the Municipal Corporation of Delhi, is not correct in 90% of the cases. Assuming this claim to be true, what is the probability that out of a sample of 4 houses selected at random (i) at least one will be found to be correctly assessed? (ii) at least one will be found to be wrongly assessed?

6. A multiple choice test has 20 questions. Each question contains four alternatives answers and the student are asked to choose the correct one among them. One mark is to be deducted for each wrong answer and four marks are assigned for each correct answer. A student must secure at least 50% of marks to pass the examination. Suppose a student decides to select the answers to the questions on a random basis. Find out his probability the student will pass.
3.1 Poisson Distribution

Another important discrete probability distribution is Poisson distribution. It is developed by Simeon Denis Poisson (1781-1840), a French Mathematician in the year 1837. Poisson distribution is applied when the chance of occurrence of an event is very small. This distribution is used to describe the behavior of rare events such as the number of wrong number call per unit time interval, number of road accidents, number of printing mistakes in a journal etc. This is also called the “law of improbable events”.
Poisson distribution is defined by the probability mass function:

f (x) = e-m. mx/ x! Where x = 0,1,2, …. ∞ and m is positive and e= 2.718 (approx)
This formula is also know as Poisson formula
The constant m is the single parameter of poisson distribution. 
3.1.1 Important properties

1. Poisson distribution is a discrete probability distribution where the random variable aasumes a countably infinite number of values. The distribution is completely specified when the parameter m is known.
2. Mean of poisson distribution = m, variance = m, Standard deviation = √m

3.  Skewness = 1/√m, Kurtosis = 1/m, thus this distribution is positively skewed and leptokurtic.
3.1.2 Applications of Poisson distribution

· Used in quality control statistics to count the number of defective items.
· In biological science it is used to count the number of bacteria.
· It is also used to count the number of casualities in insurance businesses
· It is applicable to count the number of death cases in a locality for a rare disease in a given period of time.

· This is widely used in waiting lines or queuing problems in management studies.

Poisson distribution is also applicable to various other similar situations as written above.

Let on an average a typist commit 1 mistake in 1000 words in a certain period of time. In a set of 2000 words, what is the probability that the same typist would commit exactly 5 mistakes during the same time period ?

Solution :

Here, n = 2000, p = 1/1000 

Now, If we apply poisson distribution, we get mean = np = 2000 × 1/1000 = 2

The probability mass function is f (x) = e-m. mx/ x! [Where x = 0,1,2, …. ∞ and m is positive and e= 2.718 (approx)]
Putting, the values we get
f (x) = e-m. mx/ x!

f (5) = 2.718 -2. 25/ 5!

     = 25/ (2.7182 × 120)
  = 32/ (7.387 × 120)
       = 0.036

So, the probability of such mistake would be 3.6 %. 
A random variable x follows Poisson distribution with parameter 3. Find the probailities that the variable assumes the values a) 0, 1, 2, 3 ; b) less than 3 ; c) at least 2 ( e-3 = 0.0498)

Solution

The probability mass function for Poisson distribution is

f (x) = e-m. mx/ x! , as m= 3 so the function becomes as below

f (x) = e-3. 3x/ x!

a) Now, putting the values of x = 0,1,2,3 we get

f (0) = e-3. 30/ 0! = e-3 .1 /1 = e-3 = 0.0498
f (1) = e-3. 31/ 1! = e-3 .3 /1 = 3.e-3 = 3 × 0.0498 = 0.1494

f (2) = e-3. 32/ 2! = e-3 .9 /2 = 4.5 × e-3 = 4.5 × 0.0498 = 0.2241

f (3) = e-3. 33/ 3! = e-3 .27 /6 = 4.5 × e-3 = 4.5 × 0.0498 = 0.2241

b) As less than 3 implies either 0 or 1 or 2, so the probability of less than 3 successes is the sum of probabilities of 0, 1 and 2 successes, written as below

f (0) + f (1) + f (2) = 0.0498 + 0.1494 + 0.2241 = 0.4233

c) At least 2 implies either 2 0r 3 0r 4……∞

Now, we know that sum of the probabilities for all values of x i.e. f (0) + f (1) + f (2)+  ………....…… = 1
Hence, f(2) + f (3) + f (4) + ………....…… = 1- f (0) - f (1) 

                                                               = 1- 0.0498 – 0.1494

                                                              = 0.8008
3.1.3 Mean and Variance of Poisson distribution

We know that, Poisson distribution is defined by the probability mass function:

f (x) = e-m. mx/ x!

Mean = E (x) = 
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 = 0.f (0) + 1.f (1) +2. f (2) +3. f (3) …………………..to infinity   
= 0 + 1. e-m.m/1! + 2. e-m.m2/2! + 3. e-m.m3/3! + ……………………to infinity

                      = e-m.m + e-m.m2/1! + e-m.m2/2! + ……. …………………………………to infinity
                     = e-m.m (1 + m/1! + m2/2! + ………………………………………............to infinity)
                    = e-m.m . e-m

                    = m

Variance = E (x2) – {E (x)}2
As we know that, E (x) = m, so the equation becomes
Variance = E (x2) – m2

If we write E (x2) as E {x(x-1) + x), than we get

Variance = E {x(x-1) + x) – m2

= E {x(x-1)} + m –m2
Now, E {x(x-1)} =  
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           = 0.f (0) + 1.0.f (1) +2.1. f (2) +3. 2.f (3) +……………………… to infinity
= 2. f (2) + 3. 2.f (3) + 4.3. f (4)+………………………………..…………….to infinity

= 2 e-m m2/2! + 3. 2. e-m m3/3! + 4.3. e-m m4/4! +……………………… to infinity

= e-m m2 + e-m m3/1! + e-m m4/2! + ………………………………………….. to infinity

= e-m m2(1 + m/1! + m2/2! +……………………………………………………. to infinity
= e-m m2 × em
= m2

Now, finally putting the value of E {x(x-1)}, we get 

Variance = m2 + m – m2 = m


Suppose that a manufactured product has 2 defects per unit of product inspected. Using Poisson distribution, calculate the probabilities of finding a product without any defect, 3 defects and 4 defects. ( e-2 = 0.135)

Solution:
Here, average number of defects (m) = 2

The probability mass function for Poisson distribution is

f (x) = e-m. mx/ x! , as m= 2 so the function becomes as below

f (x) = e-2. 2x/ x!

Now, putting x = 0, 3 and 4 we get

f (0) = e-2. 20/ 0! = e-2 = 0.135

f (3) = e-2. 23/ 3! = e-2 × 4/3 = 0.135 × 4/3 = 0.18

f (4) = e-2. 24/ 4! = e-2 × 2/3= 0.135 × 2/3 = 0.09

So, the probability of no defect is 0.135, that of 3 defects is 0.18 and 4 defects is 0.09.
3.1.4 Additive property of Poisson distribution

If  X  and Y are two independent random variables  where X follows Poisson distribution with parameter ơ and Y follows Poisson distribution with parameter β, than the sum of the two variables S = X + Y will follow a Poisson distribution with parameter ơ + β.

Symbolically we can express it as follows:

If, X ( (Po) ( and Y ( (Po) ( are independent random variables thanthe sum of the two variables S = X + Y follows a Poisson distribution X + Y(  Po((+().
However, it is to be remembered that, the difference of two Poisson variables does not follow a Poisson distribution.


Mr. A supplies boxes of incense sticks to each of two retailers when asked. If the number of boxes demanded per week has Poisson distributions with mean 1 and 1.2 respectively. Calculate the probability that the number of boxes asked in a given week by both retailers together is 

(a) Exactly 3

(b) More than 2
(Given that e-2.2 = 0.1108)
Solution:
Let, X = box of incense sticks supplied to 1st retailer and Y = box of incense sticks supplied to 2st retailer
Now, X ( Po (1) and Y( Po(1.2)  
If we assume T = Total box of incense sticks supplied to both the retailers, so according to the additive property of Poisson distribution
T ( Po ((+()
Or T ( Po (1+1.2) = T ( Po (2.2)
Now, the probability that the number of boxes requested in a given week by both retailers together is exactly three will be

P(T = 3) = e-2.2. 2.23/ 3! = 0.1966 
And the probability that it is more than two will be

P (T >2) = 1- P(T ≤ 2) = 1- [(e-2.2× 2.20/ 0!) + (e-2.2× 2.21/ 1!) + (e-2.2× 2.22/ 2!)] 
= 1- [0.1108 + (0.1108 × 2.2) + (0.1108 × 2.2 × 2.2 /2)]

= 1 – 0.6227

= 0.3773

3.1.5 Poisson Approximation to Binomial distribution

Under some specific conditions Poisson distribution may be obtained as a limiting case of Binomial distribution. The conditions are: 

1. the number of trials n is infinitely large; i.e. n 
 ∞ ;

2. the probability of success is extremely small; i.e. p 

0;
3. the mean m = np is finite.

So, under the above mentioned conditions it can be shown that the probability of x successes in Binomial distribution can be closely approximated by the probability of x successes in Poisson distribution with parameter m = np, i.e.
nCx pxqn-x  ≈  e-m. mx/ x!

Proof:

nCx pxqn-x = [image: image39.png]nin—1)(n-
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)n-x tends to the limiting value e-m. 
Thus under the above mentioned conditions
nCx pxqn-x  ≈  [image: image55.png]


 ( 1.1.   …….1) mx e-m

= e-m mx/x!

So, in this way the poisson distribution can be approximated  to Binoimal distribution.

Let 3 percent of electric bulbs made by a company are found defective. Appling the Poisson approximation, find out the probability that a sample containing 100 bulbs will have i) no defective, ii) exactly one defective.

Solution:

Number of defective bulbs in a sample of 100 is 3 (since 3 percent bulb manufactured are defective)

Hence m = 3

Probability of no defective bulb in a sample of 100 is given by 

P(0) = e-m = e-3 = 0.05 (from the table)
P(1) = e-m × m = e-3 × 3 = 0.05 × 3 = 0.15
Exercise
1. In a particular curve of a road an average of 6 accidents happen per month. If the nimber of accidents are distributed according to poisson distribution, what is the probability of exactly 0, 1, 2 or 5 accidents in any month ? [Ans. 0.0024, 0.0148, 0.0446, 0.1606]
2. It is known from the past experience that in a certain plant there are on the average 4 industrial accidents happened per month. Find the probability that in a given year there will be less than 4 accidents. Assume Poisson distribution. [Ans. 0.4336]
3. A man receives on an average 2.5 telephone calls per day during the period of 09.00 to 09.10 a.m. Find out the probability that on a certain day, the firm receives a) no call b) exactly 4 calls during the same time period. (Assume Poisson distribution, e-2.5 = 0.0821 ) [Ans. a) 0.0821, b) 0.1336]
4. A book contains 100 misprints distributed randomly throughout its 100 pages. What is the probability that a page observed at random contains atleast two misprints ? Assume Poisson distribution. [Ans. 0.264]
5. A bus, Sampa Travels, runs daily from Midnapore bus stand to Old Digha bus stand. It started its journey from Midnapore bus stand at 6.30 am and arrived at Old Digha bus stand at 10.00 am daily. In its journey the bus takes 15 stoppages and on an average 75 passengers during the peak period. The bus can take a maximum of 8 passengers at any stoppage. Use the Poisson distribution to obtain the probability that the bus will be over loaded at any given stoppage.

6. A lock manufacturing company supplies locks to a retailer in different batches. A single batch size contains 300 locks. The companies past record suggests that on an average, in a single batch, 10 locks are defective. The number of defects per batch follows Poisson distribution. In a random selection of locks in a batch:

- what is the probability of finding eight or fewer defectives in a batch?

- what is the probability that the batch contains 6 < x < 10 defectives?

7. XYZ ltd. insures the lives of 5000 persons of 55 years age. As per studies, the probability that any 55-years old person will die in a given year is 0.002. Calculate the probability that the company will have to pay at least three claims during a particular year.

8. Assume 5 per cent of new motor vehicles will require warranty service within the first month of its sales. A motor vehicle manufacturing company sells 1200 scooters in a month,

i. Find the mean and standard deviation of motor vehicles that require warranty service. Calculate the skewness and kurtosis of the distributions.
So far we are discussing about important discrete probability dustributions. We have already mentioned in very beginning of this chapter about another kind of probability distribution called continuous probability distribution. We have also mentioned a number few example of such distribution. Now. We will discuss the most important continuous probability distribution i.e. Normal Distribution.

4.1 Normal Distribution
Normal distribution is  an important continuous probability distribution because a good number of random variables occuring in practice can be approximated to it. This distribution is also called Gaussian distribution. A Normal distribution is defined by the probability density function:
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 . e-(x- µ)2/2ơ2   where   (- ∞ < x < ∞ )

Here, mean = µ, standard deviation = ơ  are the parameters. 

( π and e are two mathematical constants having the approximate values 22/7, and 2.718 respectively )

This distribution was first described by Abrham De Moivre (1667- 1754) as the limiting form of the binomial model in 1733. Normal distribution was rediscovered by Gauss in 1809 and by Laplace in 1812.
The length of pins made by a machine, the weights of baseball, the volume of oil in a particular brand of canned oil etc are the few examples of normally distributed random variable.

4.1.1 Properties of Normal distribution

The following are few important properties of Normal distribution:

1. Normal distribution has two parameters µ and ơ. Where µ refers to Mean and ơ Standard deviation.
2. Mean = Median = Mode = µ
3. The quartiles are equidistant from mean. 

4. The normal curve is bell-shaped and symmetrical in its appearance. Approximately,               Q1 = µ - 0.67 ơ and Q3 = µ + 0.67 ơ; Quartile deviation = 0.67 ơ

5. All odd order central moments are zero i.e. µ1 = µ3 = 0, the second order and forth order central moments are µ2 = ơ2, µ4 = 3 ơ4
6. β1 = 0, β2 = 3; and Skewness = Kurtosis = 0
4.1.2 Concept of Standard Normal variate
Area under Standard Normal Curve
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Diagram 1.0
If a random variable x follows normal distribution with Mean µ and Standard Deviation ơ, then z = (x- µ)/ ơ is called the “standard normal variable” or “normal deviate”. It has the density function:
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 . e-z2/2  where    (- ∞ < x < ∞ )
A continuous probability distribution defined by the above function is called Standard Normal Distribution. This is a special case of Normal distribution with Mean = 0 and Standard Deviation = 1.


The mean wieght of 500 male students at a certain college is 151 Ibs. and the Standard deviation is 15 Ibs. Assuming that the weights are normally distributed, find how many students have weight a) between 120 and 155 Ibs, b) more than 155 Ibs. [ Given φ(0.27) = 0.6064 and φ(2.07) = 0.9808, where φ(t) denotes the area under the standard normal curve to the left of the ordinate at t.]
Solution:

Here the Mean (µ) = 151 Ibs    Standard deviation (ơ) = 15 Ibs

a) Proportion os students whose wieghts lie between 120 and 155 Ibs = area under the standard normal curvebetween the varticle lines at the standarised values, viz. z = (120 – 151)/15 = -2.07 and z = (155 – 151)/15 = 0.27
We know that probability of Normal distribution can be calculated by using the relation:

So, P(120 ≤ x ≤ 155) = φ(0.27) - φ(-2.07)

                                 = φ(0.27) – {1- φ(2.07)}

                                 = 0.6064 – 1 + 0.9808

                                 = 0.5872

The number of male students whose weights lie between 120 and 155 Ibs is therefore 0.5872 × 500 = 294 (approx).

b) Proportion of students whose weights are more than 155 Ibs is 

P(x > 155) = 1 – P (x ≤ 155 ) 

   = 1 - φ(0.27)  

   = 1 – 0.6064 

   = 0.3936

The number of male students whose weights are more than 155 Ibs is 0.3936 × 500 = 197 (approx)


The average number of acres burned by forest and range fires in a large New Mexico county is 4,300 acres per year, with a standard deviation of 750 acres. The distribution of the number of acres burned is normal. What is the probability that between 2,500 and 4,200 acres will be burned in any given year?
Solution:Here µ = 4300 and σ = 750.
      Diagram: 1.2
z = (2500 – 4300)/750 = -2.40
z = (4200 – 4300)/750 = -0.1333

P(2500 < X < 4200) = P(-2.40 < Z < -0.13) [ See Diagram 1.2]
And, P(-2.40 < Z < -0.13) = P(Z < -0.13) - P(Z < -2.40)
= 0.4483 - 0.0082 = 0.4401


The Mean of a probability distribution is 50 and 5% of values are greater than 60. Find the Standard deviation of the distribution (Given the area under the standard normal curve between z = 0 and z = 1.64 is 0.45).
Solution:
Here the probability that x takes the value greater than 60 is 0.05. This must be the area under the standard normal curve to the right of the ordinate at the standarised value
z = (60 – 50)/ơ = 10/ơ

Since the area to the right of z = 0 is 0.5 and the area between z = 0 and z = 1.64 is given to be 0.45, so the area to the right of z = 1.64 is 0.5 – 0.45 = 0.05 

Thus, 10/ ơ = 1.64

0r, ơ = 10/1.64 = 6.1

	The Mumbai Municipal Corporation installed 2000 bulbs in the streets of Mumbai. If these bulbs have an average life of 1,000 burning hours, with a standard deviation of 200 hours, what number of bulbs might be expected to fail in the first 700 burning hours? The table of area of the normal curve at selected values is as follows:

X - µ / ơ                                            
	Probability



	1.00
	0.159

	12.5
	0.106

	1.50
	0.067


Solution:

Average life of bulbs (µ) = 1,000 hours

                                   Ơ = 200 hours
                                   X = burning hours = 700

Z = (x- µ)/ ơ = (700 – 1000)/200 = -1.5

Area to the left of (-1.5) = 0.067

So, the number of bulbs expected to fail in the first 700 hours = 0.067 × 2,000 = 134

Exercise 
1. The marks of an examination are normally distributed with a mean of 480 and a standard deviation of 102. What is the probability that a candidate would score above 550 on the said examination ?    
2. Time taken by a construction company to construct an overbrodge is a normal variate with mean 400 labour days and standard deviation of 100 labour days. If the company promises to construct the same in 430 days or less and agrees to pay a penalty of Rs. 15,000 for each labour days spent in excess of 430, what is the probability that:
· the company pays a penalty of at least Rs. 1,80,000?

                       -      the company take at most 460 days to complete the flyover?
4. Assume 1200 bulbs having mean life of 150 days are set in a firm campus and their length of life is normally distributed with standard deviation of 15 days.

i) How many bulbs will expire in less than 120 days?

If the authority of the firm decids to replace all the bulbs together, what interval should be allowed between replacements if not more than 12% should expire before replacement?

5. The income of a group of 8,000 persons is found to be normally distributed with mean Rs 2000 p.m. and standard deviation Rs 100. 

 i.   Find out the expected number of persons getting more than Rs 2400 p.m.

 ii.  What was the lowest income among the richest 200?

	SELF-ASSESSMENT QUESTIONS


1. What is random variable? What are different types of the random variable?

2. What do you mean by probability distribution of a random variable? Write in brief about some important kinds of probability distribution.
3. What is binomial distribution? Write down the conditions of binomial distribution.
4. Derive the mean and standard deviation of binomial distribution.

5. Briefly discuss important properties and applications of Poisson distribution.

6. Explain the conditions when Poisson distribution may be obtained as a limiting case of binomial distribution. Derive the Poisson Approximation to Binomial distribution. 

7. Discuss the Properties of Normal distribution
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