M.COM. 2ND SEMESTER

ADVANCED BUSINESS STATISTICS

SAMPLING AND SAMPLING DISTRIBUTION



1.1 Concept of Population and Sample
Population, in context of a survey, refers to the entire set of objects or observation, where the number of such objects may be finite or even infinite. However, by sample we mean a subset of a population, selected for a particular study. A sample is chosen by various means from a whole set of population when it is impractical to study the whole population. 
Theparameters and statistics are thebasic data property of a population and sample respectively. Generally a researcher cannot know the values of the parameters and therefore the sample statistics) to estimate and draw inferences about the unknown parameter values. The following standard notations in relation to population and sample are used to keep clear distinction between the two.

Population  Sample
Size                   N                                            n
Mean                 µ                  x̄  
Variance           σ2                                           s2
Proportion        π                                              p

As we already said, population may be finite or infinite. When the number of members in a population can be expressed as a definite quantity (for example total number of item in a lot from which a sample is drawn for test) the population is called finite,otherwise the population becomes infinite. In particular, when a population is drawn from a continuous probability distribution then it becomes infinite.
What is sampling?
Sampling is the process of selecting a set of units or items from a whole lot of population so that by studying the chosen sample one can fairly generalize the results for the vast population.Sampling becomes highly useful when accessing the whole population of interest is quite unfeasible or not so required for the statistical analysis.
1.2 Concepts in brief 
Population:Population refers to the whole lot of units or items of interest in a statistical investigation. When all the sampling units are merged together it forms a population. For example, if someone wants to do a survey the medical facilities provided to the patients in a hospital for a particular period of time, then the total number of patients registered in the hospital during the time period of survey will form the population.
Sample:It is a part/subset of the population. A sample consists only of a portion of the population units.
Cluster: A group of elementary units.
Sampling Frame: A complete list of all the units in a finite population, properly numbered for identification is called a Sampling Frame. For example the list all households of a particular region as used in population census.
Parameters:  Any statistical measure based on all units in the population, for example, population mean, population standard deviation etc.
Statistic: Any statistical measure calculated on the basis of sample observations, for example, sample mean, sample standard deviation etc.
Censuses surveys: Census refers to the process of gathering information about all the individual units in a population. Therefore, a census is a 100% sample and it is a complete count of the population
Sample surveys:Theseare inquiries which cover part/subset of the population. For example, to examine the study behavior of school toppers in a country it is not practicable to interview all such toppers and a researcher prefers to undertake a sample survey.
1.3 Differences between census and sampling
	Point of difference
	Census
	Sampling

	Reliability of Data
	Data from the census is reliable and accurate
	there is a margin of error in data obtained from sampling

	Time
	Census is  time-consuming
	Sampling is a quick process

	Cost
	Census is an expensive activity
	Sampling is inexpensive

	Convenience
	Census is very cumbersomework where the researcher has to put a lot of effort in collecting data
	Sampling is the quite convenient method of obtaining data about a population

	Size of Population
	Large
	Small

	Type of Error
	High sampling error
	High non-sampling error

	Suitability
	Census is suitable for heterogeneous population 
	Sampling is suitable for homogeneous population



1.4 What to do - sample survey or complete enumeration?
When information is collected for each and every individual concerning to a study, the inquiry is called complete enumeration or census. But in most cases of statistical investigation due to limitation of time and cost, only a part of the population i.e. a sample is examined. Sample survey is a process of partial enumeration.
The method of sample survey has some specific advantages over complete enumeration and that’s why it is mostly preferable of statistical investigations. The advantages of sample survey are as below:
1. Sample survey sometimes becomes a must because in some investigation it is very impractical to have information relating from individual with complete enumeration process. If the size of population is infinitely large complete enumeration is practically impossible and we are compelled to consider sample survey. For instance, to find the acreage under paddy in India by the census method, one has to visit each and every plot of land in India on which paddy is grown and then the total area under paddy cultivation has to be measured which is quite impractical in real terms as it involves huge time, money and energy and chances of error.
2. Some inquiries may require highly trained personnel or sometimes specialized equipments for the collection of data. Thus, in sample survey we may have greater coverage both in respect of information collected and in respect of geographical, demographic or other boundaries taken into account.
3. In complete enumeration non-sampling errors play a dominant role. In sample survey, however, non-sampling errors may be controlled to a large extent by means of better supervision or better equipment. 
4. Complete enumeration is also ruled out in the case of population that is not existent but is only hypothetical, for instance, the population of all possible outcomes arising from tosses of a coin. Sample survey is only method to be adopted in this case.
5. In case of destructive units sample study is inevitable. For example, average life of electric bulbs for street light of a particular city, capacity of atom bomb preserved by Indian army, pathological test of human blood for say determining glucose level.
1.5 Sampling Error
We have already stated that sampling is a process of selecting a part from an aggregate statistical material i.e. from the population with a view to obtain information about the whole. Now, the population contains a large number of items and the selection of such items under the sample is a matter of chance and hence even if a proper process of such selection is employed, the result that we get from the sample can’t be reasonably expected to represent the characteristics of the population accurately. So, some discrepancy or error is inevitable in the process of sampling, called sampling error. 
Due to (random) sampling error some samples may have a sample statistic (e.g. x̄) that either exceeds or falls short of the population parameter (µ). But, with the application of an unbiasedsampling technique, the deviations of x̄ from μ in both upward and downward directions becomes equally likely. Ultimately, these deviationson an average cancel out each other and therefore sample mean becomes an unbiased estimator of the population mean.
Now, when random sample is used for obtaining the sample then such error is called random sampling error. 

1.6 Non-sampling Error (Bias)
The accuracy of a statistical estimate can also beconsiderably affected by errors caused by factorslike inadequate coverage, application of unfitting estimation techniques, observational errors. All such errors which occurs in a statistical estimation due to the factors other than sampling are called non-sampling errors orbias. The non-sampling errors are quite inevitableand therefore cannot be completely avoided in census and surveys. Notably, as the censusinvolves complete enumeration so it becomes free from sampling error but doesn’t not remain free from non-sampling errors. Moreover, the data collected under a sample surveycarry both sampling errors and non-sampling errors. The sampling errors reduces withincreasing sample size whereas non-sampling errorsreduces with decreasing sample size.
1.6.1Sources of Non-Sampling Errors
Non-sampling errors can arise at any phase of a statistical investigation. It may arise at the data collection phase,tabulation phase and during the analysis or computation of data. The prominent sources of the non-sampling errors are as below:
· Poor coverage of the population or sample
· Inappropriate methods of data collection 
· Tabulation and computation errors
· Incorrect estimation process of parameters
· Negligence or carelessness of investigators in asking questions or recording responses
· Dishonest intention and biasness of the investigator  










Sampling and Non-sampling Error

[image: http://images.slideplayer.com/2/728540/slides/slide_12.jpg]Diagram 1.0
Note: Total Error is the sum total of sampling and non-sampling error exists in any kind of study or investigation.A researcher always opts for minimum total error.
              Source: "Sampling: What you don’t know can hurt you” by Juan Munoz, published by Shon Lawrence,

2.1 Types of Sampling
Sampling techniques can be classified into the following types:
2.1.1 Probability Sampling
Simple Random Sampling
Simple random sampling refers to the sampling technique in which each and every elements of the population has equal probability of inclusion in the sample. It is a very basic sampling technique and it can be a part of other complex sampling techniques. 
For example, suppose N college students want to get a ticket for cricket match, but there are only X (< N) tickets available for them, so they decide to have a fair way to see who would go. Now, each of them is given a number ranges from 0 to N-1, and the random numbers are generated through random numbers table where any number outside the range from 0 to N-1 are ignored. The students who get the first X numbers would be thelucky ticket winners.
However, there are two ways of drawing a simple random sample, the following example may help us understand the ways 
Suppose we have a box containing token of 150 unique numbers from 0 to 149. We want to select a random sample of numbers from the box. After we pick a number from the box, we can put the number aside or we can put it back into the box. If we put the number back in the box, it may be selected more than once; if we put it aside, it can selected only one time.
So, in a sampling with replacement technique an item of a population may be selected multiple times. On the other hand, when a population element can be selected only one time, it is a sampling without replacement.
Simple Random Sampling with Replacement (SRSWR): Whenthe sample units are drawn from the population one after another and the unit so drawn are noted and returnedto the population before the next one is drawn, the process is called simple random sampling with replacement,. In this process, at each stage of drawing the probability of being selected fora unit remains equal.
Simple Random Sampling without Replacement (SRSWOR):  Simple random sampling is said to be without replacement when either all the sample units are drawn at a time or drawn one after another and after each drawing the selected unit is kept aside and not returned to the population before the next one is drawn.

Systematic Random Sampling    
In a systematic random sampling a sampleis formed by selectinga unit at equal intervals after arranging all the units in the population in some order. If the population size is finite, the units may be serially numbered and arranged. Now, from the first k of these, a unit is selected at random. Therefore,this unit and every kth unit would constitute a systematic random sample.
For example, if someone wants to select a random group of say 1,000 people from a population of 70,000 using systematic sampling, he needs to place all the participants in a list and selecta starting point (i.e. 70,000/1,000 =70). So, every 70th participantwould be selected after a random starting point between1 to 70.
Systematic Sampling is suitable when the units are described on serial number cards, e.g. employees listed on cards. Then the sample can easily be drawn by looking at the serial numbers.




Stratified Random Sampling 
It is a kind of probability sampling. Under this kind of sampling techniquethe whole population of interest is divided into a number of small groups, called as strata. In stratified random sampling, a strata is constructedbased on commonness in attributes or some characteristics of its constituent units.  A stratified random sample is obtained by pooling all the random samples that are drawn from each stratum.
This kind of sampling technique is employed when the population is heterogeneous, but can be sub-divided into strata within each of which the heterogeneity is not so prominent.  Some prior knowledge and the basis for grouping must be known before the stratification. 
For example, a Shampoo producing company wants to know the consumer preference for its newly marketed product. For this purpose, the companies marketing researchers need to select a sample of 1200 consumers from a particular town with a population of 1,300,000. This population includes people from different ages, education, and religions etc. These groups may have different reasons for preferring a brand and taking 1200 people randomly from this population will not lead to an accurate result as they may not be the true representatives of the population. So, instead of selecting people directly from the population, one needs to divide this heterogeneous population into some homogeneous groups. Further, simple random sampling can be done to select the samples from these homogeneous groups. Now, taking all the samples so chosen together the researchers would get the final sample.
Stratified sampling is advantageous than simple random sampling in the following ways:
· A stratified sample generally provide greater precision of the same size than a simple random sample.
· As a result of greater precision, a stratified sample often requires a smaller sample, which saves time and money.
· A stratified sample can also safeguard the researchers from an unrepresentative sample.
· A researcher in a stratified random sample obtainsadequate sample points which allows separate analysis of any subgroup.
However, one of the important disadvantages of stratified random sampling technique is that it may sometimes require too much administrative effort than a simple random sampling.  

Multi-stage Sampling
Multi-stage sampling is a kind of probability sampling technique in which the sampling is done in differentstages using smaller and smaller sampling units at each such stage. Here the whole population is first divided into large groups, called first stage units. These first stage units are again divided into smaller units, called second stage units and the process continues till we reach the ultimate units. In a multi-stage sampling one first needs to take some of the first stage units and from each of which some of the second stage units are selected and the process goes stage to stage until the selection of ultimate units. 
For example, In India for a particular study relating to status of villages first 10 states may be randomly selected from all the states. Now, from each of such states 10 districts may be randomly selected. Again, from each of such districts say 30 villages may be selected randomly. 
Multi-stage sampling can have following advantages:
· Simplification of random sampling method
· Cost-effectiveness
· Time-effectiveness
· High level of flexibility
The following points represent disadvantages of this sampling method:
· High level of subjectivity
· Research findings obtained by using this kind of sample can never absolutelyrepresent the population

2.1.2 Non-probability Sampling
Purposive sampling
A purposive sample refers to a non-probability sample which is selected on the basis of the self-judgment of the investigator. This is why it is also termed as judgmental sampling. It all depends on the personal factor and chance is not allowed to play at all.
Purposive sampling technique may become very useful in situations when one needs to reach a targeted sample quickly without concerning about the proportionality in sampling.Purposive sampling is generally of seven types where each one is appropriate for a specific a research objective.
One of the notable advantages of purposive sampling is that it becomes easier for a researcher to generalize the inferences drawn from the sample compared to, a random sample where all participants don’t have the characteristic the researcher is studying. Actually, it prevents irrelevant items from entering into the sample per chance. Apart from this, purposive sampling is inexpensive and less time consuming. There are few disadvantages of purposive sampling like below:
In a purposive sampling the investigator has enough scope for bias or prejudices and exercise of which may largely influence the selection. Again, unlike a simple random sampling, all the items in a purposive sampling don’t have equal probabilityof selection in the sample.

Quota sampling[image: Printer-friendly version][image: Send by email][image: PDF version]
Quota sampling is another kind of non-probability sampling technique in which the sample is assembled keeping same proportions of individuals as the entire population in terms of their characteristics. 
For example,a researcher for a special purpose of her research takes the directory of a middle school and from this, she selects the first 15 fifth grade boy and first 15 fifth grade girl, the first 20 seventh grade boy and first 20 seventh grade girls. Now, she makes a sample of 70 children and these children are called for a special interview. This kind of sample is called quota sample.
Some of the main advantages of quota sampling are as below:
· Simplicity or minimum complication in making the sample
· Useful when time for investigation is very limited, a sampling frame is not easily available, research budget is lowor when detailed accuracy is not much required.

Convenience Sampling
It is a kind of non-probability sampling which involves the process of obtaining a sample of convenient or easily accessible elements from the population. The sample is selected primarily on the basis of what the researcher is able to access and often the respondents are selected mainly because they happen to be there in the right place at the right time i.e. close to the researcher hands. 
For example, for the personal convenience and comfort a researcher interviewed passenger of a railway station in the early morning. Now, he/she missed out passengers responses coming on other times. 
Or suppose, if someone approaches the management of an organization for conducting a survey on its employees, he may not get permission to do so. However, they may allow him to approach whoever he can avail at the leisure time. So, he can stand near the cafeteria and get easily available participants for his survey. This is an example of convenience sampling. In this case, the investigator only getsscope to collect data from people conveniently accessible to him.
Following are some of the main advantages of convenience sample:
· One of the notable advantages of this technique lies in the convenience with which it can be carried out. Here the subjects of interest for a study are easily available within the proximity of the investigator. Hence, the he needs not to undertake any extra effort or go out of the way to collect required data.
· Convenience sampling technique allows the investigator to conduct a survey in a short span of time. This becomes possible because the investigator doesn't undertake an exhaustive research of the entire population, but only try to gather primary data on a topic by asking a handful of easily approachable people.
· This sampling technique also becomes useful to obtain initial primary data about a topic. The findings can serve as pointers and help to decide further course of action of the investigator. The investigator can initially understand whether the topic deserves further research efforts or not. In case it deserves so, the investigator can make a funding proposal and ask for a grant to a funding agency for carrying out a more exhaustive research.
However, convenience sampling technique can have the following main disadvantages:
· When data are collected from aconvenience sample, it may represent the views of a specific group and not the entire population of interest. In this kind of sampling technique some groups are over-represented where some are under-represented.
· The selection of respondents in this kind of sampling follows a biased process, therefore inaccuracies are inevitable and it results into higher sampling error.
· For the above stated reasons, one cannot reasonably generalize the conclusions for the population as a whole from the research conducted based on convenience sampling. It would be illogical to draw an inferenceabout the whole population based on the sample as it is not representative of the entire population.

3.1. The Concept of Sampling Distribution of a Statistic
The sampling distribution of a statistic refers to the distribution of values taken by a statistic in all possible samples of the same size drawn from a given population.
It can be also referred as the probability law which the statistic follows whenrandom samples of a fixed size, say ‘n’, are repeatedly drawn from a specified population.
3.1.1 Sampling distribution of sample mean
Sampling distribution of sample mean refers to the probability distribution of the means of all possible random samples of same size which are drawn from a given population. Similar to other distribution, the sampling distribution of sample mean has its mean, standard deviation etc. The mean of the sampling distribution of the sample mean, is the mean of the population from which sample are drawn.
3.1.2 Sampling distribution of sample proportion
Suppose, p denotes the percentage of defective products in a random sample of size ‘n’ drawn from a lot with percentage of defectives productsP, then the sampling distribution of p would be approximately a normal distribution with mean = P and standard deviation = standard error of p, under the conditionthat the sample size n is sufficiently large.

4.1 The concept of Standard Error
The sampling distribution of any statistic will have its own mean, standard deviation, moments etc. Standard Error is the standard deviation calculated from the sampling distribution of a statistic.The standard error gives a measure of dispersion of the concerned statistic. It depends on the sample size ‘n’ and goes on decreasingincreasing sample size. It is used to set up confidence limits for population parameters and in ‘test of significance’.Thus, the standard error of sample mean and sample proportion are used to determine the confidence limits for the population mean (µ) and population proportion (P).

4.1.1 Standard Error of sample mean
The standard deviation of the sampling distribution of the sample means is called standard error. It isthe square root of the variance of the sampling distribution of the sample means and can be presented as below:
i) ƠM=, (provided that, the population size is infinitely large, or the sample is drawn with replacement)
ii) ƠM =     (provided that, the population size N is finite, but the sample is drawn without replacement)
The standard error is represented by σ. The subscript‘M’ signifies calculation of standard error of mean.

4.1.2 Standard Error of sample proportion

If a random sample of size n is drawn from a population containing a proportion P of the units belonging to a certain category (e.g. population of defectives in a lot of products), then Standard Error of sample proportion is given by 
i. S.E =     when either the population size is infinitely large or the sample is drawn without replacement. Here, Q = (1- P).
ii. S.E =      when the population size is finite, but the sample is drawn with replacement.
In the second formulae, the extra factor multiplied is , called the finite population correction.


Example 1
Sourav draws a simple random sample of size 49from a finite population of 105 items. If standard deviation of the population is 13.2, find the standard error of sample mean in Sourav draws the sample i) with replacement, ii) without replacement.

Solution
Under SRSWR, standard error of mean (x̄) = 
                            = 13.2/
	      = 13.2/7 = 1.89

Under SRSWR, standard error of mean (x̄) = 
                                                                     =  
                           = 1.89 × 
                           = 1.89 × 
                         = 1.89× 0.73
       = 1.38


5.1 The Central Limit Theorem
Regardless of the shape of the population distribution, the sampling distribution of the mean approaches a normal distribution with increase in the sample size.
Explanation
As per the central limit theorem, when a population follows normal distribution, the sample means for samples drawn from that normal population would also follow normal distribution, regardless of sample size.
Again, if the population mean is µ and standard deviation is σ and somesufficiently large samples size n (n ≥ 30) drawn from the population than the samples’ means would be approximately normally distributed regardless to the shape of the population distribution.
Situations under which we can apply the Central limit theorem
• When the size of the sample dawn is less than or equal to 30. 
• When the underlying distribution is continuous, symmetric and with only a singe peak, the normal approximation can be good for n as small as 4 or 5.
• If the underlying distribution is approximately normal, then the distribution of X will be approximately normal for n as small as 2 or 3.
We know the formulae of determining z scores for individual values from a normal distribution is   z = (x- µ)/ ơ
In case where the sample means are normally distributed, z formula applied to sample mean will be z = (x̄- µx̄)/ ơx̄
Fortunately, in this above formula the mean (µx̄) of sample means is equal to population mean which is relatively easy to compute. The standard deviation (ơx̄) of sample means would be equal to the population standard deviation divided by the square root of the sample size. By substituting the values we get

In the above formula, as the sample size increases, the standard deviation of the sample mean becomes smaller because the population standard deviation (ơ) is divided by the larger values of the square root of the sample size.

Example 2
The distribution of annual earnings of employees in a steel company is negatively skewed. The mean and standard deviation of the distribution areRs25,000 and Rs. 3000 respectively. If someone draws a random sample of size 50, what would be the probability that their average earnings would be more than Rs. 26,000?

Solution
 The z formula which can be used here is as below:

Here, population mean (µ) and Standard deviation (ơ ) are given as 25,000 and 3000 respectively.
Sample size (n) = 50
[bookmark: _GoBack]Sample mean (x̄) = 26,000
Now, putting the given values in the formula we get

                               Or,
If we consider the z value table, this gives an area of 0.4906 between z = 0 to z = 2.35. This is an area between mean and 26,000. The required area lies between 26,000 and the area under the right hand tail. So, the required area under normal curve is
(Area between 26,000 and the right hand tail) = (Area between the mean and right hand tail) – (Area between mean and 26,000)
Required area = 0.5000 – 0.4906 = 0.0094
Thus, probability that the average earning of the sample group would be more than Rs. 26,000 is 0.94 %.


6.1 Important distribution in Sampling Theory
There are four important distributions derived from normal distribution and useful in dealing with the common inference problems, they are discussed as follows:

6.1.1 Standard Normal Distribution
When a random variable,say ‘x’ is normally distributed with mean µ and standard deviation ơ, then
z = ,  known as the Standard Normal Variate. 
Now, the Probability Mass Function (p.m.f.) of the random variable x which follows a normal distribution is . e-z2/2  where    (- ∞ < x < ∞ )
This distribution is symmetrical about ‘0’ and other properties are same as the general Normal distribution.

Basic properties
· The mean and standard deviation ofstandard normal distribution are 0 and 1 respectively.
· It has no parameters unlike the normal distribution
· The central moments are µ2 = 1, µ2 = 0, µ4 = 3.
· The two tails of the Standard Normal Curve extend to infinity on either side of the mean. The points of inflection are at z = +/- 1.

6.1.2 Chi-square Distribution
A random variable x is said to follow Chi-square (x2) distribution if its p.d.f. is of the form
f(x) = K. e-x/2. x(n/2) – 1 ;                     (0 < x < ∞)
where K is a constant. The parameter n is called the number of degrees of freedom. A variable which follows chi-square distribution is referred to as chi-square variate, and often denoted by x2.
Karl Pearson (1857-1936) who is also known as the father of modern statistics,had first given the concept of Chi-Square distribution. Chi-Square distribution is widely used for testing of hypotheses in statistical analysis, construction of confidence intervals, goodness of fit etc. The distribution is also very useful in discrete hedging of options and option pricing in the field of financial management.



Basic properties
· Mean of Chi-square distribution = n, standard deviation =, where n represents the degrees of freedom.
· The chi-square curve is positively skewed. It starts from 0 and thereafter goes to infinity on the right side.
· If x and y are independent chi-square variates with n1 and n2 degrees of freedom respectively, then their sum (x + y) also follows chi-square distribution with degrees of freedom (n1 + n2).

6.1.3 Student’s t Distribution
This distribution was pioneered by W.S. Gossett. The distribution was named after pen-name was Student. A variable which follows Student’s distribution is denoted by symbol t.
A random variable is said to follow Student’s distribution or simply t distribution, if its p.d.f is of the form
f(t) = K. (1 + t2/n)-(n+1)/2                  (-∞ < t < ∞)
where K is constant. The parameter n represents number of degrees of freedom.

Basic properties
· Mean of t distribution = 0, standard deviation =  (n > 2) where n is called the number of degrees of freedom.
· The t - curve is symmetrical about 0, it extends from - ∞ to + ∞.
· It’s Skewness = 0 and Kurtosis is positive (leptokurtic).
· The t distribution can be approximated by Standard Normal Distribution, when the degrees of freedom i.e. n are large.

6.1.4 Snedecor’s F Distribution
This distribution was discovered by G.W.Snedecor. The distribution is named F in honour of the distinguished mathematical statistician R. A. Fisher.
A random variable is said to follow F distribution with degrees of freedom (n1, n2) when its probability distribution function is of the form:
f(F) = K. F(n1/2) – 1.   (n2 + n1F)-(n1+ n2)/2                   (0 < F < ∞)
where K is a constant.

Basic properties
· F distribution is not symmetrical and highly positively skewed
· The mean of F distribution = n2/n2-2, mode = n2(n1 – 2)/n1(n2 + 2), standard deviation =      provided they exist and are positive.

	SELF-ASSESSMENT QUESTIONS


1. What do you mean by population and sample? How can you differential between these two?
2. What is a sample survey? How it is different from a census survey?
3. Why sample survey instead of a complete enumeration is carried out in most of the statistical investigations?
4. What do you understand by sampling and non-sampling error? What are the common sources of non-sampling error?
5. Briefly discuss the various kinds of sampling techniques.
6. Mr. X draws a simple random sample of size 30 from a finite population consisting of 120 items with standard deviation of 10.5. Find the standard error of sample mean when the sample is drawn i) with replacement, ii) without replacement.
7. Write something about the concept of sampling distribution of a statistic.
8. What do understand by
a. standard error
b. standard error of sample mean
c. sample proportion
9. Write a short note on Central Limit Theorem
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