problem solution within a discipline that serves as a mo
. tists. Generally, such exemplars tie a scientific theory
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geography is currently in the throes of a paradigm
question “Is it geography?’, or ‘What is geography?’, geo
should geography be?’ If a satisfactory answer is not f,
question is likely to be ‘s geography relevant?’

It is clear from Chapter 2 that this was not the firs

ment: Ritter’s teleological framework did not sati

that were scientifically acceptable to Ratzel and Se
Vidal and Hartshorne.

KUHN’S PARADIGMS

Perhaps Thomas S. Kuhn
not a well regulated activity where each generation autom

ight line of development, but often zig-zags

is development often corresponds to changes
in generations among its professional practitioners. It would be a bad thing if a

generation had no new thoughts . . . [but] a science should not suddenly be changed into
something quite different from what it has been before.

scientific traditions — and this choice is subjective. We must select what Kuhn calls
paradigms (models or exemplars) for our science.

to a community of practitioners’. Haggett (1983 P- 21) defines a
kind of supermodel. 1t provides intuitive or inductive rules about the kinds of

esearchers what
the object of their science should be, to which questions they should try to find

“acceptable’ answers and which methods can be considered as ‘geographical’.
Initially, Kuhn did not provide an altogether clear definition of the concept of
paradigm. As Mair (1986) has pointed out, Kuhn later clarified some ambiguities
and accepted that he had conflated two conceptually distinct, though empirically
inseparable, types of paradigm. In the second edition of his book, Kuhn (1970a)
argued that the most basic function of a paradigm is as an exemplar: a concrete

del for successive scien-
together, serving as an

crisis. Instead of asking the traditiona]
graphers are now asking ‘What
ound to the latter question the next

t crisis in geography’s develop-
sty the determinists; and views
mple were too deterministic for
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iki lication. The most important pa.radlgn_*ls
e succeizftuel ;I;ilitrrlll:xgﬁaei}l)s of scientific endeavqur. Parad1§rr;s (iﬁ
oy t}f\‘s%’) may niot always have this all-embracing effect, 1;1 wld
N exemFhe are presented to students as models tl'le students s ouh
g rr}ll le from geography would be the r‘eglona-l monogfaﬁ :1
to COPletzlml iltala }])31ache and some of his contemporane?,'whlch establishe
E byh 1t ﬁave served a long-standing geographical trad.ltlon. discintin
| e ning of paradigm put forward by Kuhn is as a 1sch P ; I;'y
Th_e Ot’her mf'al'e cognstellation of beliefs, values, techniqqes .and 50 on share b}é
o er; : iven community” (1970a, p. 175). A disciplinary matr1.x may 5
| Fpmshet oup of members of a discipline while, at the same time, each
oy b}" ; Iarglfir%r wIthh different ‘exemplars” in his or her everyday resze?rcm
men}ber y Wogsz) gIt is in the sense of disciplinary matrix that th.e te1,'r.n paril1 }1\gre
. = p;nonl. been applied to geography. The term ’pargd1grn ;s use | eh
e 'Colrin Ir}llatrix sense as we attempt to interpret -the history o 'geo.gﬁx.' pd e}i
initS_ dlsiilgeg)arlzuhnian terms. According to this Kuhnian model, scientific
lx?eli)sﬁlznt consists of a series of phases (Figure 3.1; Box 3.1).

Box 3.1 Kuhn’s theory of the development of a science
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ical i i ? del of a discipline’s developmer}t.

i hical interpretation of Kuhn’s moc . i
Flf'urfi - ilﬁii%:jgs ltiilt para%igms and paradigm shifts domlnate thle Whr?sleoillizap in
Thls e in his later work Kuhn pointed out that many scientific FCY.O utio
Kn;irrfgg g; the work of smaller groups of scientists within a discipline
Source: After Henriksen, 1973
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In a branch of science that becomes the subject of thorough and systematic study, the
preparadigm period is marked by conflicts between several distinct schools which
centre around individual scientists. If we take paradigms to mean exemplars (that is,
concrete examples of research to be followed), this phase could be labelled a mutti-
paradigmatic period, as each school of thought develops its own model solutions,
Professionalization (or the subject’s development from the preparadigm period to
the stage of scientific maturity) has taken place at different dates amongst the different
sciences. Kuhn argues that mathematics and astronomy left the preparadigm phase in
antiquity. The transition begins when the question as to what a specific science is about
becomes acute. This happened in geography when a university degree in the discipline
was needed to qualify as a high-school geography teacher. A disciplinary matrix had to
be defined for such a degree course, which would also secure and demarcate geogra-
phy's domain from other university disciplines. One of the conflicting schools of thought
will often dominate the others in that it seems best suited to win the discipline academic
esteem. A paradigm is established that leads to concentrated research within a clearly
distinguishable problem area — an activity described as normal science.

To bring a normal research problem to a conclusion is to achieve anticipated results
from new empirical sources; Kuhn called this ‘puzzle-solving' because of its similarity
to solving jigsaw or crossword puzzles. The research workers’ perception is constrained
by their paradigm; their observation of data is hence directed or attracted to the
expected result; there is in-built opposition to unexpected discoveries. The paradigm
can advance research and provide economy in the amount of research needed: re-
search workers can go straight to the research frontier without having to define their
philosophical bases and underlying concepts. Group identity among research workers is
also a strong psychological advantage, which itself can stimulate scientific productivity.

Sooner or later a period of ‘normal science’ is replaced by a crisis phase. This
happens when more problems are accumulated than can be solved within the frame-
work of the ruling paradigm. The crisis phase is characterized by a reassessment of
former observational data, new theoretical thinking and free speculation. This phase
involves basic philosophical debates and a thoroughgoing discussion of methodological
questions. The crisis phase may end when it seems that no significantly better theory can
be developed to solve the problems and thus, consequently, research must continue
using the old paradigm. Alternatively, the crisis phase ends when a new paradigm
attracts a growing number of researchers away from the old paradigm.

The acceptance of a new disciplinary matrix inaugurates a revolutionary
phase. This means a break in the continuity of research and a thoroughgoing recon-
struction of the research field’s theoretical structure, rather than steady development
and the accumulation of knowledge. Accepting a new paradigm is also revolutionary
because it attracts the allegiance of the younger research workers who are opposed to
established scientists. The new scientific ‘reason’ seldom triumphs by convincing its
Opponents; rather, it succeeds as they die and a new generation takes over. Younger
workers who do not conform to the newly accepted paradigm are ignored by its
followers, and researchers are continually forced to ask themselves whether the type of
‘puzzle-solving' they are doing is the 'right’ one.
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Exchanging one paradigm for another is not a wholly rational process. The new

aradigm will generally provide solutions for the Problems the old'one found
difficult to resolve, but may not answer all the qufzshons that were fairly easy t.o
solve before. It is also seldom possible to argue logically that the new pa¥a'd1gm is
petter than the old. Even if a new paradigm can butt'res.s itself with empmcal and
Jogical proofs, its original choice was basma.lly subjective — an act of fa1th. Aes-
thetic considerations may influence the choice of a new paradigm - it may be
regarded as simpler or more beautiful jcl?an th'e pld one. o

To many, Kuhn's picture of scientific activity is alarmmg:‘ou.r faith in ’Fhe
objectivity of research is weakened when. we consider how subjective the. (.Ih01CB
of paradigms can be and when we experience the often protracted opposition of
some scientific workers to the establishment of new e>.<p1a.n;.1tory models. Few
research workers welcome a general debate on the subjectivity of resea.rch - it
may lead to the evaporation of respect for the research and the loss of financial
support. On the other hand, as suggested by Peter Taylor (1976, p. 132), .the
youngest research workers who are at thg bottom pf .the fqrmgl. a'cademlc hier-
archy have a clear vested interest in changing the existing scientific ideology, and
thereby taking over from their elders. .

The Kuhnian model has given the ‘new prophet’ a very effective weapon
against the disciplinary matrix of a scientific ’establishmer.lt’. They do not peed to
justify their research as objective in itself; it is enough if they’ declare it to be
objective within the subjective framework they have chosen. This can cause con-
flict amongst social scientists, as it is all too easy to equate the ‘ch01ce of a para-
digm with the adoption of a particular value judgement. The ultimate conclusion ,T!‘f
may_be-that only those who affirm the same geqeralgutﬁlqgkrog bth«eAwor.ld a‘n.d i
who have similar political beliefs are competent to evaluate a piece of scientific |

_research.

CRITICS OF KUHN

Few geographers, said Bird (1977), have noticed that the concept of a paradigm
ruling a community is akin to that of a dogma — which must be adhered to if a
person is to be accounted orthodox. This is in line with the views of Karl Popper,
the scientific methodologist who has most effectively criticized K}lhn. Popper
(1970) maintained that an active and progressive science should be in a constant
state of revolution. While acknowledging that Kuhn had demonstrated the exis-
tence of ‘normal science’ and ‘paradigms’, Popper deplored these periods as
dangers to scientific progress. ‘Normal science’ becomes established when uncriti-
cal scientists accept the leading dogmas of their day and espouse some r.16wly
fashionable and formerly revolutionary theory. Popper feared that if scientists of
this type were to dominate scientific thinking, this would herald the end of
science. Dubbing ‘normal science’ the ‘myth of the framework’, Popper asserted

that one™of the scientist's most important roles is to break down myths. Given that
T et

we are always trapped within theoretical frameworks to some extent, we can
break out of them at any moment if we act as true scientists. An active science will
be in a state of permanent revolution (Bird, 1975). Some scientists have inter-

preted Popper’s concept of a ‘permanent revolution’ as a prescription for what
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science should be rather than as a description of how it is actually practised. Kuhn
(1970b), however, declared that Popper’s demand for a ‘permanent revolution’
was built on assumptions that are just as unreal as are attempts to square the
circle.

Paul Feyerabend rejected as historically false the Kuhnian model of alternating

periods of ‘normal science’ and ‘revolution’. He maintained that even in theoreti-
cal physics, which Kuhn (1962/ 1970a) used as his example, there have always

i 5%@6% ?been alternative basic theories that could act as ‘exemplars’. Sciences do not show

a chronological shift between periods of normal science and periods of pluralism,
Hence, the historical development of a science might best be described by syn-
thesizing the models of Popper and Kuhn.

This outline of Kuhn's ideas has largely been formulated within the context of a
‘natural science’, and a natural science does not question the basic implicit world-
view that science is the study of the empirical world. A fundamentally different
approach to the interpretation of the history of sciwe_r_lggjgg@_rgrzgg@nted by the social

_ theorist Michel Foucault (1972;. ,1980). Foucault’s concern was to examine the

political status of science and the ideological functions it could serve. Central to
his argument is that there is a fundamental connection between power, know-
ledge and truth. Each society has its regime of truth, its “general politics’ of truth,
Le. the types of discourse it accepts and makes to function as true (Foucault, 1980,
p. 131). Truth is therefore a relative concept, depending on the power relations
within the society that produces it. To interpret changes in science throughout the
course of moderhﬁﬁiﬁs’t'bi"y,vFBﬁc'ault focuses on the various worldviews (or struc-
tures of thought) people have held. These he calls epistemes. When epistemes
change then science will change as well. This implies that societies create relative
truth in order to reinforce the power relations within that society. We will return
to this value discussion in Chapter 4. The discussion between Kuhn, Popper,
Feyerabend and Foucault depends on their different ideas as to how a scientist
works and how scientific theories and laws are established. At this point we
therefore need to look briefly at models of scientific explanation.

INDUCTION, DEDUCTION AND ABDUCTION

Francis Bacon (1561-1626) defined the inductive route to scientific explanation
(Figure 3.2). A scientist starts with a range of sense perceptions he or she works
up conceptually and verbally into a number of loosely arranged concepts and
descriptions that we like to call facts. Next, certain definitions are necessary to
organize the data. Afterwards the facts are evaluated and arranged in relation to
the definitions.

The ordering and classification of data are often the chief activity of a science in
the early stages of its development. These first classifications may have only a
weak explanatory function. Continuing study of the interaction between classes
and groups of phenomena reveals a number of regularities; such regularities and
laws may be called inductive laws since they are derived from the observations of
a large number of single instances. The inductive route’s weakness is, of course,
the jump from a number of single instances to a general truth (All swans I have
seen are white: all swans are white”).
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Figure 3.2 Inductive and hypothetic-deductive routes to scientific explanation
Source: From Harvey, 1969

Here we must clarify what a scientific law is. Braithwaite (1953, p. 12) defined a
law as ‘a generalization of unrestricted range in time and space’, in other words, a
generalization with universal validity. With this definition we can distinguish
between empirical generalizations and laws. An empirical generalization is valid
for a specific time and place but a law is universal. James (1972, p. 473) maintained
that a law within Braithwaite’s rigorous definition can hardly be formulated on
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the basis of geographical evidence. The only truly universal laws are those of
physics and chemistry, although even in physics there are elements of uncertainty
that make probability calculations necessary. Harvey (1969, p. 31) gave the con-
cept of law a much wider significance and postulated a threefold hierarchy of
scientific statements from factual statements or systematized descriptions,
through a middle tier of empirical generalizations or laws, to universal theoreti-
cal laws.

Since the nineteenth century inductive arguments have been increasingly re-
placed by hypothetic-deductive methods (Figure 3.2b). Research workers, start-
ing from an inductive ordering of their observations or from intuitive insights, try
to devise for themselves a priori models of the structure of reality. These are used
to postulate a set of hypotheses that may be confirmed, modified or rejected by
testing them with experiments using empirical data. A large number of confirma-
tions are supposed to lead to the verification of a hypothesis, which is then, for
the time being, established as a law and basis for theory construction.

Karl Popper pointed out, however, that the truth of a law does not depend on
the number of times it is confirmed experimentally; it is easy enough to find
empirical support for almost any theory. The criteria for its scientific validity are
not the confirmatory evidence, but that those circumstances which may lead to
the rejection of the theory are identified. It follows that a theory is scientific if it is
possible to falsify. Kuhn criticized Popper for believing that a theory, or hypoth-
esis, would be abandoned as soon as evidence is found which does not fit it. Kuhn
maintains that all theories will eventually be confronted with some data which do
not fit. A fundamental theory is not rejected if individual research data do not fit
it, for if it were, then all theories would have to be rejected. Up to now the history
of science does not record any theory that has not eventually been confronted by
contradictory circumstances (or instances of falsification). According to Kuhn, a
fundamental theory is only rejected when a new theory is put forward that is
believed to be superior (Johansson, 1973).

Feyerabend added that scientific development is much more irrational than
Popper’s scheme of falsification allows. As well as straightforward arguments, the
proponents of new theories have also often used propaganda and psychological
tricks. Feyerabend maintains that the development of scientific knowledge fol-
lows an irrational, almost anarchic path, along which almost anything goes, as far
as methodology is concerned (Aquist, 1981, p. 11).

Kuhn did not accept Feyerabend’s views on the irrationalities of scientific pro-
gress. He denied that he intended to present scientific theories as intuitive and
mystical, more appropriate for psychological analysis than for logical and meth-
odological codification. Kuhn asserted that every scientist must gather as much
rational proof in support of a new theory as possible and to be precise and honest
in his or her work. On the other hand, we need to realize that data are dependent on
theory. All observations presuppose a certain conceptual apparatus by which the
sense perceptions, or empirical verifications, can be arranged. Expectations and
former ideas, that is, the hypotheses which have been set up, guide the interpreta-
tion of the data to a large extent.

Bird (1993, p. 2) points out that there is no agreed description of the scientific
method, and continues:
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Pi—TT—>EE — P,
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Figure 3.3 The hypothetic-deductive method as presented by Popper: P,: initial problem;
117k TTI—TTn:_tentative theories; EE: error elimination; P,: new set of prg)blems. (a) ’
Sequence of scientific work with testing of one tentative theory; (b) sequence of scientific
work with scientific examination of several competing tentative theories

Source: From Popper, 1972, pp. 119, 243; Haines-Young and Petch, 1986

{ust imagine the situa?ion. if.it were. A totalitarian world of procedures would have to be |
earnt and obeyed. It is difficult to imagine such a universal framework lasting for very

long. But that is not to say th i
y that there are no rules or tricks of the trade, although
now seem useful are all on probation. ’ TpL e

Bird .(zbzd. ; in relation to human geography) and Haines-Young and Petch (1986; in
relation to physical geography) find Popper’s version of the hypothetic-deductive
me.thod and his critical rationalism most useful for scientific inquiry. The critical
rationalist view of science can be said to build on three principles:

1) The Wm universal statements and theories can only be re-
futed, not verified.
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Figure 3.4 Critical rationalism
Source: Haines-Young and Petch, 1986, p. 45

2) The principle of criticism: scientific knowledge grows only when open to critics,
trial and error.

3) The principle of demarcation: the characteristic of scientific statements are that
they are empirically testable, capable of refutation if they are false. (ibid., p.44).

The starting point for any scientific project (see Figure 3.3) is problem formula-
tion. This is often a difficult intellectual exercise. Having discovered a problem (P,
in Figure 3.3) and formulated the restricted questions within the problem area you
might be able to analyse in your research, the next step is to decide on how to
proceed and then to follow the chosen procedures. In practice this means that,
after the problem formulation, you will look at earlier research within your prob-
lem area and then discuss and evaluate tentative theories (TT) relevant to your
research questions. Then you need to find relevant methods for empirical testing,
or error elimination (EE) of the theories. This may lead on to a residual irreduc-
ible problem or problems (P,), which may be different from the initial problem. P,
may lead on to suggestions for further research.

In a scientific thesis it may only be possible to test one tentative theory (Figure
3.3(a)), but this often means a restricted choice between several hypotheses or

tentative theories. Figure 3.3(b) presents an alternative procedure as prescribed by
Popper (1972, p. 243):

An excellent example of the method in operation is provided by the work of Battarbee et
al. (1985) on the causes of lake acidification in Galloway, Scotland. They examine the
hypothesis that acidification is due to acid precipitation against competing hypotheses
that it is due to heathland regeneration, afforestation or long-term post-glacial natural
acidification.

(Haines-Young and Petch, 1986, p.- 63

Deduction Induction Abduction
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ion, i i i duction the first arrow from
i .5 Deduction, induction and abduction. On ab. : _
Frlr%ufricz;l data to empirical rules and laws is ‘dashed’. to indicate that the real abduction
ztafts with the ‘lift’ from empirical patterns to tentative theory
Source: From Alvesson and Skoldberg, 1994, p. 45.

Popper maintains that it is only through C?iticism that false ideas can b.e elimi-
nated and theories gradually improved. Since th_e truth of an 0bservat19n tc}:lart\
never be established finally, neither can our theorles. The bfest we can say is tha
our evidence corroborates (makes more ceri‘:am) a theory (FlgUI:e 3.4). o
Popper’s hypothetic-deductive method is based on deducthp from t1 9ego4r1es
that have been created in the imaginative mind. Alvesson and Skoldfberg (f L p.
43) maintain that such imaginatively inspired thepry seems to be a orr}rll 0 .sc1e;1;
tific virgin birth — probably as rare in science. as in nature. Tentative t e0r_1e3,
hypotheses, are almost always based on previous r?ﬂectlgns on factsb— arlltm uc;
tive phase. Induction starts with facts and deductlor'l W1Fh theory, ult i 1st no
necessary to choose one of them Exililll)sivel(yk.’ '?;)ductlon is the third alternative,
by Alvesson and Skéldberg (ibid.).
rei)lr)l:i?cetlilc‘)irid lik}é induction, is based in empirical facts (Figur‘e 3.5), bu.t the real
process starts with the ‘lift’ from empirical patterns to tentatl.ve th.ef)rles. Tl-len
follows the deductive process as proscribed by Popper — with Cr1t1ca.1 testing
leading on to corroboration or refutation, new prgblems and new testmfg, 1111 a
never-ending scientific process. Abduction may be likened to the process oh medi-
cal diagnosis: the doctor observes the patient’s symptoms and assume?i t e)‘f:l age
caused by a particular disease. But his or her assumptions must be c01f1r rme . v
tests and checked against other symptoms or comparison Wlth flata om other
patients. In a scientific process there will be series of z.ib.ductlve jumps betweeg
inductive and deductive reasoning, or between empirically loaded theory an
theoretically loaded empiricism.

In this section we have discussed general theories of s.cience that have malply
been developed with reference to theoretical natural sciences, such as physics.
The transference of natural science methods into the spc1al sc1en'ces has., howevgr,
brought about a vigorous debate among social scientists that V.VIH be dlscqssei ﬁn
more detail in Chapter 4. There may be similar problems in transferring the
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paradigm concept. Kuhn was trained as a physicist, and his theory derives largely
from a study of the history of physics. How far is the history of physics relevant to
the less theoretical and quantitative sciences? To answer this question we will

now look at the history of geography in the light of Kuhn’s model.

CHANGING PARADIGMS IN GEOGRAPHY?

Bird (1977) has argued that Kuhn has been the most influential scientific meth-
odologist as far as geography is concerned. Mair (1986) suggests that geographers
influenced by Kuhn fall into two groups. First there are those who have used
Kuhn to legitimize their propaganda for a ‘paradigm change’ within the discipline
and as a weapon against the scientific ‘establishment’ (see p. 85). Secondly, several
geographical historiographers have tried to apply a Kuhnian model to the de-
velopment of geographical thought (see, among others, Widberg, 1978; Schiiltz,
1980; Harvey and Holly, 1981; Stoddart, 1981; Martin, 1985; Johnston, 1997). The
paradigm concept has taken on a life of its own beyond that originally envisaged
by Kuhn, and as such has been regarded as a useful ‘exemplar’ (model or teaching
framework) for histories of geography.

Figure 3.6 attempts to systematize the theoretical development of geography up
to the 1950s, but it gives an incomplete and oversimplified picture as only the
main concepts in the subject’s development are shown. Over the course of time,
these concepts have changed in significance and connotation. In Kuhn's terminol-
ogy (Figure 3,1), until Darwin’s time geography was in its preparadigm phase:
Kant did not found a school of geography but indicated a role for the subject and
suggested its position in relation to other sciences. Geography was, for him, a
chorographic and mainly descriptive science, distinct from the systematic sciences
and from history.

Ritter, on the other hand and contrary to Kant and his school, did not emphas-
ize the distinctive roles of geography and history but instead emphasized de-
velopments over time, linking history with geography. Ritter was, however, the
first geographer to describe his method clearly, and his account conforms to
Francis Bacon'’s classical model of how a scientist works (Figure 3.2(a)). However,
because of Ritter’s teleological outlook, this first apparently active school of geo-
graphy did not lead the subject into its first phase of a paradigm: contemporary
developments in Darwinism meant the rejection of those ideas that might have
led to a paradigm.

It should be emphasized that Darwinism did not represent a complete break with
the major ideas upon which Ritter's geography had been founded. The study of
development over time was still regarded as very important and a deterministic
explanatory framework was strengthened further. The break with Ritter was about
the forces that shaped development. After Darwin, scientists looked for the laws
which controlled nature (and for materially conditioned social laws) and so, to a
considerable extent, they adopted a nomothetic (law-making) approach to science.

Neef (1982, p. 241) may be right when he suggests that it was at this time that the
most important revolution took place in geography, when the universities subdivided
their faculties into separate disciplines and a cosmographic way of thinking was
replaced by the causal explanations characteristic of the developing natural sciences.



During the latter half of the nineteenth century, to make geography acceptable
as a science the newly appointed geography professors tried to recast the disci-
pline as a nomothetic science. The hypothetic-deductive method was not,
however, applied in a strict sense; we may agree here with Minshull (1970, p- 81)
that determinists, as well as geomorphologists, stated generalizations first and
then supplied a few highly selected examples as proof. Unlike physicists, geogra-
phers could not test hypotheses by verification procedures that involved a num-
ber of repeated experiments; statistical tests that might have played the same role
as experiments were not as yet sufficiently developed to cope with complex
geographical material.

Geomorphology and determinism may be said to represent geography’s first para-
digm phase. This paradigm was effective for geomorphology - it lasted for a good
half-century and advanced the whole subject’s scientific reputation through its ac-
cumulation of scientific information until alternative explanations could be put for-
ward. While geomorphology expanded other branches of geography experienced a
series of crisis phases. For this reason we can leave geomorphology to one side for the
time being and concentrate on developments in human geography.

As the dominating paradigm in human geography, determinism had a short
life, being challenged by the possibilists and the French school of regional
geographers. These geographers stressed the idea that humanity has free will and
participates in the development of each landscape through unique historical pro-
cesses. Methodologically, geographers were trained to concentrate their study on
the unique single region. This inevitably limited the development of theory (as
normally understood in science) and made the hypothetic-deductive method re-
dundant. The appropriate methodology under this approach would be to try to
understand a society and its habitat through field study of the ways of life and
attitudes of mind of the inhabitants. Such methods (in the form of participant
observation) characterize the work of many social anthropologists today.

Fieldwork was regarded as of the utmost importance in the French school of
regional geography. Vidal de la Blache based his Tableau de Ia Géographie de Ia
France (1903) on studies in each département. Albert Demangeon walked every
lane in Picardy before publishing his regional monograph on that pays in 1905.
This fieldwork was, however, mainly concerned with presenting a picture of the
material ways of life in the regions and had to be supplemented with the collec-
tion of factual material from statistical, historical and archaeological sources. In its
handling of data — in the data’s organization, classification and analysis — the
regional approach to geography resembled the inductive method very closely.
Regional geographers also sought general causal relationships but were rather
unwilling to identify these as ‘laws’. More explicitly qualitative methods, such as
participant observation, were only adopted directly in local studies much later.

Although possibilists reacted against the determinists’ simple explanatory mod-
els, many of their ideas were derived from Darwinism. They took over Darwin’s
concepts about struggle and selection although they also considered that chance and
human will played an important role in development. While possibilism could be
said to constitute a new paradigm, it did not immediately replace determinism.
Partly because of the strength of geomorphology and physical geography, the deter-
ministic explanatory model continued to survive side by side with possibilism.
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For a long time, however, geographers continued to stress the central position
of regional geography. Georges Chabot declared in 1950 (p. 137) that ‘Regional

eography is the centre around which everything converges’. It is, however, fairly
obvious that the greatest advances in geographical research during the twentieth
century have taken place within systematic geography. In geomorphology, bio-
geography, economic geography, population geography and many other
branches of the subject, a range of new theories and methods have evolved.
During the interwar period, landscape ecology and landscape morphology were
subdivided, and many specialist studies were made on urban morphology. Re-
search into the morphology of rural settlements was also separated from general
studies of agrarian cultural landscapes.

Regional geography flourished in such countries as France, where in school and
university teaching geography was closely associated with history and where the
educational system fostered a national self-image of sturdy peasantry and
cultured townsfolk. Regional studies were also important to the academic leaders
of the emergent nations in central and eastern Europe, who were seeking to
establish and preserve the uniqueness of their national heritage. This was to be
achieved not just through their native languages but also by studying a whole
range of traditional relationships with their lands, which had survived centuries
of foreign domination.

While the peace settlement of 1919-21 created many new European nation-
states, arguments over boundaries between the ‘winners” and ‘losers’ of the war
continued to draw extensively on local historical and geographical relationships.
The economic revival of western and northern Europe from prosperity to afflu-
ence after 1945 has, however, been associated with the growth of essentially
similar urban industries and services organized nationally (but today greatly
influenced by the globalization of the economy). ‘Regions’ have come to be
defined in strictly economic terms: ‘regional policies’” are devised to help areas
that lag behind current norms of economic growth.

In the USA, Edward A. Ackerman (1911-73) argued that ‘taken as a whole,
those geographers who had mastered some systematic field before the war were
notably more successful in wartime research than those with a regional back-
ground only’ (1945, p. 129). He went on to point out ways in which emphasis
upon systematic methods would best serve geography in the future. Although an
immediate impact of his work is difficult to trace, his analysis encouraged the
subsequent move towards training on the systematic side (White, 1974, p. 301).

Another reason for the limited progress of regional geography was the basic
philosophy for the subject held by Hettner and Hartshorne. While both regarded
the regional geographical synthesis as central to geography, they discouraged
historical methods of analysis, arguing (with reference to Kant) for geography to
be regarded as a chorological science. Hartshorne was strongly criticized by,
among others, Carl Sauer who, within a year of the publication of The Nature of
Geography in 1939, said: ‘Hartshorne . . . directs his dialectics against historical
geography, giving it tolerance only at the outer fringes of the subject . . . Perhaps
in future years the period from Barrow’s ‘Geography as human ecology’ (1923) to
Hartshorne’s latest resume will be remembered as that of the Great Retreat
(Sauer, 1963, p. 352).
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The concept of the subject Hettner and Hartshorne had developed was,
however, adopted by a large majority of human geographers from the 1930s until
the 1960s. This, if anything, could be regarded as a paradigm. The disadvantage
was that it did not lead to a universally accepted method of chorological regional
description. Neither Hettner’s Linderkundliches schema nor Hartshorne’s identi-
fication of regions through ‘comparison of maps depicting the areal expressions of
individual phenomena, or of interrelated phenomena’ (1939, p. 462) solved con-
vincingly the methodological problems of regional synthesis. Vidal and the
French school of regional geography, on the other hand, produced scientific
works that served as exemplars for a large group of students, and thus could be
said to have functioned better as a paradigm.

Schliiter and his followers also provided a basis for the study of the cultural
landscape by developing methods of landscape morphology (see pp- 50-53).
However, the majority of geo graphers, including the influential Hettner, regarded
these methods as being too restricted in scope for geography as a whole, since
landscape morphology restricted its analysis to the visible landscape whereas a
proper regional synthesis also includes the ‘invisible’ transactions of social and
economic life.

Kuhn’s model, so far, fits the development of geographical science only super-
ficially. As we have followed the early progress of the subject we have seen how new
paradigms (in the sense of ‘disciplinary matrices’) have, to some extent, included
ideas from older paradigms. New paradigms therefore lose clarity and value as a
guide for research until, in the end, more and more people define geography as
what geographers do. Despite the impressions we may get from simplified accounts
(for instance Wrigley, 1965), a closer look at the history of geography reveals that
complete revolutions have not taken place; paradigms, or what may be more appro-
priately termed schools of thought, continue to exist side by side.

AN IDIOGRAPHIC OR NOMOTHETIC SCIENCE?

Another reason why paradigm shifts can be regarded as more apparent than real
is that each new generation of workers, or each individual trying to change the
scientific tradition of the discipline, will tend to ascribe a more fundamental
significance to their own findings and ideas than they really have. A number of
times in the history of geography we have witnessed a characteristic over-
simplification of the views held by the immediately previous generation or,
rather, of those held by the leading personalities of the current tradition.

A rather good example is the vigorous criticism of Hartshorne presented by
Fred Schaefer (1953) in “Exceptionalism in geography’. Schaefer attacked the ‘ex-
ceptionalist’ view of the Kant-Hettner-Hartshorne tradition — the view that geog-
raphy is quite different from all other sciences, methodologically unique because
it studies unique phenomena (regions), and therefore is an idiographic rather
than a nomethetic discipline:

Hartshorne, like all vigorous thinkers, is quite consistent. With respect to uniqueness he
says that “While this margin is present in every field of science, to greater or lesser extent,
the degree to which phenomena are unique is not only greater in geography than in
many other sciences, but the unique is of very first practical importance. Hence
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generalizations in the form of laws are useless, if not impossible, and any prediction in
geography is of insignificant value. For Kant geography is description, for Hartshorne it
is ‘naive science’ or, if we accept this meaning of science, naive description,

v (Schaefer, 1953, p. 239)

Schaefer maintained that objects in geography are not more unique than objects in
other disciplines and that a science searches for laws. Having eliminated some of
the arguments against the concept of a rigorous scientific geography, Schaefer
sought to set down the kinds of laws geographers ought to seek. He also urged
them to study systematic rather than regional geography.

Hartshorne (1955, p. 242) delivered a very strong counterattack on Schaefer in
which he maintained: ‘The title and organization of the critique lead the reader to
follow the theme of an apparent major issue, “exceptionalism”, which proves to be
non-existent. Several of the subordinate issues likewise are found to be unreal’
Hartshorne admitted to having used the words idiographic and nomothetic, but
rejected the idea that different sciences can be distinguished as being either idi-
ographic or nomothetic. These two aspects of the scientific approach are present in
all branches of knowledge (ibid., p. 231). As early as 1925 Sauer had suggested that,
although geographers had earlier been devoted to descriptions of unique places as
such, they had also been trying to formulate generalizations and empirical laws.

Both Hettner and Hartshorne made a distinction between systematic geography
(which seeks to formulate empirical generalizations or laws) and the study of the
unique in regional geography (whereby generalizations are tested so that subse-
quent theories may be improved). Hartshorne (1959, p- 121) suggests that geograph-
ical studies show ‘a gradational range along a continuum from those which analyse
the most elementary complexes in a real variation over the world, to those which
analyse the most complex integrations in areal variation within small areas’. James
(1972, p. 468) emphasizes that there is no such thing as a ‘real region’. The region
exists only as an intellectual concept which is useful for a particular purpose. Later
critics have read a much more metaphysical significance into the concepts “unique’
and ‘region’ than was intended by the geographers who were practising between
the wars. Incorrect quotations from Hettner and Hartshorne have, however, gained
an amazingly wide acceptance: ‘It is discouraging to find some writers who con-
tinue to accuse Hettner and his followers of defining geography as essentially
idiographic, thereby obscuring the underlying continuity of geographic thought’
(ibid., p. 228). James thus maintains that what has been called the ‘quantitative
revolution” did not represent such a major change in direction as many think.

It can hardly be denied, however, that the interwar generation of geographers
were sceptical of the formulation of general and theoretical laws, partly as a
reaction against the crudities of environmental determinism. Arguments for
idiographic rather than nomothetic approaches seemed to justify the scientific
character of studies of the individual case.

ABSOLUTE AND RELATIVE SPACE

Harvey (1969) argued that the concept of geography as a chorological science of
the individual case was not tenable because it built on the assumption of absolute
Space. Space in this sense is only an intellectual framework of phenomena, an
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abstract concept which does not exist in itself independent of objects. Werlen
(1993, p. 3) suggests that it is a frame of reference for the material aspects of social
actions in the sense of a formal-classificatory concept. In this sense space cannot
have any explanatory power (Fosso, 1997, p. 16).

In a practical, classificatory sense, absolute (Euclidian) space is, however, rather
useful, but it may be argued that ‘faced by the seductive utility of Euclidean space
we have allowed an interest in maps to become an obsession’ (Forer, 1978, p. 233).
Space is in this way treated as a container; first we delimit a spatial section of the
earth, say the Newcastle region, and then start to examine its content. The notion
of vertical connections, humanity’s dependence upon local natural resources,
was a conceptual basis for such studies. Good examples are found in the French
school of regional geography (Box 3.2; Figure 3.7).

2

Box 3.2 The changing space relations of an English village
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Figure 3.7 Rothbury

The rapid changes from vertical to horizontal connections during the second half of the
twentieth century are illustrated from Rothbury (Figure 3.7), a small service centre of
2,000 inhabitants, 50 km north-west of Newcastle upon Tyne in an upland farming
region. In 1950, Rothbury and its valley were substantially self-sufficient. Most people
living in the village found work locally, all the nationally provided services were available
in the village and most goods could be bought there. Now Rothbury is governed from
Alnwick, 25 km away, and the high school is in Morpeth, also 25 km away. The courts
and the railway station have closed and the future of the hospital is not certain. A recent
survey showed that 38% of the villagers did little or no shopping in Rothbury and 80% of
clothes and hardware shopping was done outside the village. One third of the work-
force now drive over 25 km to work and a further 10% work from home, most using
computer links. Five local businesses either design software, provide local computer
facilities or sell their products nationally via the Internet. Village economy is now largely
dependent on high levels of car ownership and on telecommunications.
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Figure 3.8 A demonstration of the plasticity of space. The four maps have been
constructed from data on the New Zealand airline system and its changes from 1947 to
1970. The two maps on the left show how distance measured in time has changed as the
airline network has grown and the speed of travel has increased. The maps on the right
show how the net distance travelled has changed with the network

Source: From Forer, 1978

By the end of the nineteenth century, however, the traditional self-sufficient
economies of Europe were giving way to an international market economy, and
the value of this type of regional study was reduced. Horizontal connections,
state and international policies, market forces, the interplay between regions,
cities and countries, became more important for local development than the local
connections between humanity and the land. This was (as noted earlier in Chapter
2) realized by Vidal de la Blache and it led to greater interest in horizontal, spatial
structures.

By introducing the concept of relative space, horizontal, spatial relations and
distance measured in different ways could be given explanatory power. Distance
could be measured in terms of transport costs, travel time, mileage through a
transport network and even as perceived distance: “The shift to a relative spatial
context is still in progress and is probably the most fundamental change in the
history of geography as it opens an almost infinite number of new worlds to
explore and map’ (Abler et al., 1972, p. 72). One important aspect of this is that
geographical features such as settlement patterns, land use, diffusion processes,
etc., demonstrate a location and dynamics that are due, to a large extent, to their
relative positions in space.

Pip Forer (1978, p. 235) has observed that since distances in time, cost or even
network mileage are partly artifacts of socioeconomic demands and technological
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progress, these types of spaces are naturally dynamic and truly relative. This
leads him to the definition of plastic space — a space that is continuously changing
its size and form. An illustration is given with his own time-space map of New
Zealand (Figure 3.8) (ibid., p. 247).

A DISCIPLINE RIPE FOR CHANGE

It was only after the Second World War that theoretical considerations on the
relativity of space (and also research issues such as the study of diffusion models
and location theory) came to occupy a dominant position in geography. One
factor in the adoption of the “new’ geography was the critical institutional situa-
tion many departments of geography found themselves in, particularly in the
USA. In 1948, James Conant, president of Harvard University, had reportedly
come to the conclusion that ‘geography is not a university subject’ (Livingstone,
1992, p. 311). The Department of Geography at Harvard was closed soon after,
and the discipline was also gradually eased out of some of the other more pres-
tigious private Ivy League universities.

Among the practitioners of the ever more theoretical sciences, the claim that the
regional synthesis constituted geography’s essential identity lent the subject a
dilettante image. After the Second World War the North American universities
were expected to produce problem-solvers or social technologists to run ever-
increasingly complex economies (Guelke, 1978, p. 45), and geographers were not
slow in adopting theory building and modelling that might promote the status of
their science and their own academic standing.

Gould (1979, p. 140) recalls how the new generation of geographers were sick
and ashamed of ‘the bumbling amateurism and antiquarianism that had spent
nearly half a century of opportunity in the universities piling up a tip-heap of
unstructured factual accounts’. Morrill (1984, p. 64) claimed that the young gener-
ation’s vision, although it might seem radical to those satisfied with an inferior
status for the discipline, was in fact conservative in the sense that ‘we wanted to
save geography as a field of study and join the mainstream of science’. Even
though, or perhaps due to this, the ‘new’ geography of the 1950s and 1960s was
spearheaded by the Americans. They were also inspired by earlier theoretical
works in Europe that, so far, had been almost overlooked.

The situation was much less critical in Britain because of the very strong and
independent position geography held in both schools and universities. In many of
the US states geography was more or less absent from the curriculum as a discrete
discipline at high-school level, and less than 1% of students entered universities to
study geography. Geography graduates had to find career outlets in applied
research and planning. The continual threat of departmental closure or staff re-
duction based on independent evaluations of research productivity also explains
the frenetic search in American universities for new ideas and research
programmes.

We now proceed to look at the development of the spatial science school and
assess whether the changes in geography (also called the ‘quantitative revolu-
tion” ) really were a scientific revolution in the Kuhnian sense.

i%—mncepts : Paradigms and Revolutions 7

THE GROWTH OF SPATIAL SCIENCE

Location theory originates from economic theory. The classic location theories,
including Johan Heinrich von Thiinen’s work on patterns of agricultural land use
(1826) and Alfred Weber's study of industrial location (1909), are economic theo-
ries. Later economists and regional scientists, including Ohlin, Hoover, Losch and
Isard, developed theories of the areal and regional aspects of economic activity
further. Regional science developed in some universities as a separate discipline;
in yet others, this research came to be linked with economic geography or re-
jonal economics.

Walter Christaller (1893-1969) was the first geographer to make a major contri-
bution to location theory with his famous thesis Die Zentralen Orte in Siiddeutsch-
land (1933), translated by Baskin as Central Places in Southern Germany (1966).
Christaller, who had studied economics under Weber, declared in 1968 that his
work was inspired by economic theory. His supervisor when he was working on
Die Zentralen Orte was Robert Gradmann, a geographer who had himself made an
outstanding regional study of southern Germany (1931) which, however, closely
followed the current idiographic tradition in German Linderkunde. Although
Christaller’s thesis was accepted, his work was not appreciated during the 1930s,
and when Carl Troll (1947) wrote a review of what had been going on in German
geography between the wars, he did not even mention him. In Kuhn’s terminol-
ogy, Christaller’s attempt to explain the pattern and hierarchy of central places by
a general theoretical model was not acceptable within the reigning paradigm.
Christaller never held an official teaching position in geography (Box 3.3; Figures
3.9-3.11).

Eventually Christaller gained a following, notably in North America and Swe-
den when it was realized that his central place theory could be applied to the
planning of new central places and service establishments (Figure 3.11) and also
to the delimitation of administrative units. Edward Ullman (1941) was one of the

Box 3.3 Christaller’s Central place theory

Atheme in landscape morphology (see Chapter 2) — the morphological network of
central places in southern Germany, as seen on the topographic map — was the starting
point for Walter Christaller when he, as a 40-year-old PhD student, developed his
central place theory. He started to ‘play with the maps', connecting towns of the
same size with straight lines until his map was filled with triangles (Figure 3.9). These
triangles appeared to show some regularities. If the region had really been a flat plain
with uniform rural population densities, it would seem that the morphological features
could be idealized in a hexagonal, hierarchical structure of urban places (Figure 3.10).
Christaller used economic theory to explain the rationality of this morphological pattemn.

During the Second World War Christaller was asked to use his theoretical abilities in
the planning.of new German settlements in eastern Europe. But it was only after the
Second World War that central place theory had its first real application in the planning
of the newly reclaimed Nord Qost Polder in The Netherlands (Figure 3.11).
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Figure 3.9 The geometrical hexagonal landscape of towns in southern Germany from
Walter Christaller’s classic study of central places made in the 1930s

Figure 3.10 When population densities are uneven, the lattice of central places adjusts
to the changes, closing up in densely settled areas and opening out in sparsely settled
areas.
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Figure 3.11  Walter Christaller’s central place theory applied in the planning of the
settlements in Nord Oost Polder in the Netherlands. (A) Geometrical diagram of the
proposed settlement pattern; (B) plan of five new villages around Emmeloord; (C) the
revised plan as executed

Source: After Meijer, 1981

first American geographers to draw attention to Christaller’s work — American
geographers were beginning to develop the theoretical models of urban struc-
tures and cities as central places that had been devised earlier by economists and
urban sociologists (Harris and Ullman, 1945).

In an account of geography as a fundamental research discipline, the influential
American geographer Ackerman (1958) encouraged students to concentrate their
attention on systematic geography, cultural processes and quantification. A range
of different statistical methods was gradually brought into use in several systema-
tic branches of geography, enabling the development of more refined theories and
models.

The acceleration of theoretical work was especially marked in institutions led
by geographers who had studied the natural sciences, especially physics and
statistics, and/ or where there were good contacts with developments in theoreti-
cal economic literature. During the 1950s at several American universities, the
frontier between economics and geography became very productive of new ideas
and techniques.

A seminar for PhD students in the use of mathematical statistics conducted by
William L. Garrison at the University of Washington, Seattle, from 1955 onwards
was of particular significance. Garrison and his co-workers were mainly inter-
ested in urban and economic geography, into which they introduced location
theory based on concepts from economics with associated mathematical methods
and statistical procedures (Garrison, 1959-60). Many of the students from Seattle
became leaders of the ‘new’ geography in the USA during the 1960s, including
Brian J. L. Berry, William Bunge and Richard Morrill. Both Berry and Garrison
]ﬁ?éimﬁﬁgﬁwfﬁahspimtion of Berry the
geography department at the University of Chicago became a leading centre of
theoretical geography. It attracted a large number of PhD students and published
a well-known series of monographs. Berry and other leading professors later left
the department (which was closed in 1986), demonstrating the vulnerability of
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geography on the American academic scene. In the 1950s there was a
simultaneous development of theoretical geography at the universities of ITowa
(Where Schaefer had taught until his death in 1953) and Wisconsin.

It is possible, as Johnston (1997, pp- 62-73) maintains, to recognize in this period
four schools of quantitative geography in the USA. Three were developed in the
departments of geography at the Universities of Washington, Wisconsin and
Iowa, with Washington the most prominent centre of innovation. The fourth —
‘social physics’ school — developed independently, drawing its inspiration from
physics rather than economics. Its leaders were John Q. Stewart, an astronomer at
Princeton University, and William Warntz, a graduate in geography from the
University of Pennsylvania (who was later employed as a research associate by
the American Geographical Society).

Empirical studies indicated that the movement of persons between two urban
centres was proportional to the product of their populations and inversely pro-
portional to the square of the distance between them. Stewart pointed out the
isomorphic (equal form or structure) relationship between this empirical general-
ization and Newton's law of gravitation. Thereafter this concept became known
as the gravity model (Box 3.4). Stewart’s ideas about isomorphic relations be-
tween social behaviour and the laws of physics were introduced to geographers
by a paper in the Geographical Review as early as 1947. Here Stewart (ibid., p- 485)
stated that human beings ‘obey mathematical rules resembling in a general way
some of the primitive “laws” of physics’. Warntz, working with Stewart, also
borrowed analogy models from physics in his studies of population potentials
(Warntz, 1959; 1964). He suggested that the mathematics of population potential
is the same as that which describes a gravitational field, a magnetic potential field
and an electrostatic potential field (James, 1972, p. 517).

Box 3.4 The gravity model

Early in the nineteenth century, some scientists suggested that the laws of physics could
be applied to the study of human relationships and that the laws of gravitation might
explain patterns of travel and trade between places. By the mid-twentieth century
gravity models were widely applied within the spatial science school of geography. In its
simplest form, the gravity model can be expressed as follows:

li=k(P-P)
Dy )?
where [; represents the interaction between town i and town j; P and P; are the
populations of the two towns: Dy is the distance between them; and k is a constant.
The equation indicates that the interaction between the two towns (numbers of

telephone calls, flows of traffic) is proportionate to the product (-) of their populations,
divided by the square — ( )2 - of the distance between them.

The work of Christaller, August Losch and others was introduced into Sweden
by Edgar Kant, an Estonian geographer who had tested their theories in his
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homeland before taking refuge in Lund after the Second World War (Kant, 1946;
1951). His research assistant in 1945—6 was Torsten Hagerstrand, a brilliant young
geographer who was also working on migration processes. Through his contacts
with the Swedish ethnologist Sigfrid Svensson (Who had made a number of
studies of the relations between innovation and tradition in rural areas using the
currently accepted methodology), Hagerstrand became interested in the pos-
sibilities of investigating the process of innovation with the aid of mathematical
and statistical methods. In focusing on the process, Hagerstrand made a clear
break with the current regional tradition. His dissertation ‘Innovations — férloppet
ur korologisk synpunkt’ (1953, later translated by Pred, 1967, as ‘Innovation diffu-
sion as a spatial process’) examined the diffusion (or spread) of several innova-
tions among the population of a part of central Sweden. Some of these
innovations concerned agricultural practices, such as bovine tuberculosis control
and pasture improvement, and others were more general, such as car ownership.
With the aid of the so-called "Monte Carlo’ simulation, which involves the use of
random samples from a known probability distribution, he was able to construct a
general stochastic model of the process of diffusion. Stochastic literally means at
random; stochastic 6t probability models are based on mathematical probability
theory and build random variables into their structure. Models may be classified
as either stochastic or deterministic. In deterministic models the development of
some system in time and space can be completely predicted, provided that a set of
initial conditions and relationships is known.

The stochastic Hagerstrand model enabled the spread of innovation to be simu-
lated and later tested against empirical study. It was demonstrated that the form
of distribution at one stage in the process would influence distribution forms at
subsequent stages. Such a model could therefore be of use to planners in support
of future innovations they wished to bring about. The department of geography at
Lund University soon became renowned as a centre of theoretical geography,
attracting scholars from many countries. Almost from the beginning there were
contacts between Lund and Seattle. Hagerstrand taught in Seattle in 1959 and
Morrill studied with him in Lund, where his work on migration and the growth of
urban settlement (1965) was presented.

In the years that followed, Hagerstrand’s technical and statistical procedures
attracted more attention than his theoretical analyses. He himself regarded his
work as less important for its empirical findings than for its general analysis of the
diffusion process. He stated in the first sentence of the dissertation that, although
the material used to throw light on the process relates to a single area, this should
be regarded as a regrettable necessity rather than a methodological subtlety
(Héagerstrand, 1953 — 1967, p. 1). This was of course meant as a deliberate provoca-
tion to the traditionally bound regional geographers. Hagerstrand regarded his
(1953) analysis of individual fields of information and their change through time
as his most important contribution to geographical thought, as the study of such
information fields is basic to a deeper understanding of the processes of diffusion.

During the 1960s, Hagerstrand went on to make detailed studies of individual
behaviour, using three-dimensional models to portray the movement of individ-
uals in time and space. An important feature of time-space geography is that time
and space are both regarded as resources that Mtivity. Individuals have
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different possibilities of movement in space, conditioned by their economic status
and technical possessions, but time imposes limitations on everyone. Subsequent
studies in time-space geography, which have been carried out actively at Lund
and elsewhere throughout recent decades (see, for instance, Carlstein et al., 1978),

have shed much new light on geographical aspects of human behaviour.

The ‘new’ geography spread over the world from the innovative centres, but it
did not have the same impact in all countries. Christaller’s work had aroused little
interest in his home country, Germany. His theories had to take a detour into the
English-speaking world — from whence they returned steeped in the ‘new’ geog-
raphy — to be fully appreciated. Initial forms of quantification, such as the use of
frequency distribution scattergrams, parameters and index numbers, were first
applied around 1960. The introduction of factor analysis, notably in a classifica-
tory study of Swiss cantons by Steiner (1965), was the real introduction to new
quantitative approaches for most German-speaking geographers. The philosophi-
cal implications of the spatial science school were first presented by Dietrich
Bartels in his book Zur wissenschaftstheoretischen Grundlegung einer Geographie des
Menschen (1968).

Another reason for the delayed impact of the ‘new’ geography in Germany was
that geographers tended to follow Troll's appeal in Erdkunde (1947) in that they
accepted the principle that worldwide research should be a normal component of
an academic career. Virtually all established geographers were attracted to em-
ploying their talents abroad, leaving their graduate students to cultivate research
at home. Research abroad undoubtedly contributed to Germany’s international
reputation, particularly through the application of German methods of detailed
landscape studies and cartographical work. German geographers also found that
their existing techniques were well adapted to research abroad, particularly in the
Third World where the statistical basis for quantitative analysis was sparse or
unreliable.

WHAT KIND OF REVOLUTION?

Throughout the world there was marked opposition among established geogra-
phers to the learning and teaching of the new spatial science methods, and a
reluctance to open professional journals to contributions, the editors did not un-
derstand. “There was something electrifying about tilting with the dragons of the
establishment’ says Morrill (1984, p. 59), and for this reason the young generation
of geographers had the feeling of being revolutionaries. In the USA the lack of
publication outlets led to the establishment of a theoretically orientated journal,
Geographical Analysis (ibid., p. 65)

In 1963, a Canadian geographer, Ian Burton, arguing that what he labelled the
‘quantitative revolution’ was over and had been for some time, cited the rate at
which schools of geography in North America were adding courses in quantita-
tive methods to their requirements for graduate degrees. It must be stated,
however, that most geographers did not consider the theoretical developments
within the subject as a revolution, and that many ‘revolutionaries’ were at pains to
emphasize continuity in the ultimate objectives of human geography. The use of
statistics for the making of relatively precise statements was generally accepted,
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Geomorphologye

Topographic sufveying® Regional science subset

Locational analysis

Figure 3.12 Geography and its associated subjects, A: Earth sciences, B: Social sciences, C:
Geometrical sciences  1: The core of geography, 2: Geology, 3: Demography and other
social sciences, 4: Topology with other geometric sciences

Source: After Haggett, 1965

although the related use of mathematics in modelling received much less atten-
tion (Johnston, 1978).

Most research workers regarded advanced statistical methods as being useful
in some branches of the discipline; other branches, notably historical and cultural
geography, felt less need for new techniques. Leonard Guelke (1977b, p. 3)
claimed that “To an extent that is not widely recognised, the move to quantifica-
tion took place within the basic framework of geography put forward by
Hartshorne in ““The nature of geography” (1939)'. In many geography depart-
ments the works of both Hartshorne and Garrison were on the students’ reading
lists, but philosophical and methodological differences between them were not an
issue in teaching up to the mid-1960s; Schaefer’s criticisms had been forgotten.

Johnston (1997, pp. 74-5) points out that the leaders of the quantitative school
did not study the philosophy they were adopting very deeply — apart, that is,
from references to the works of Gustav Bergmann, a philosopher and close friend
of Schaefer who had actually read the galley proofs for Schaefer’'s paper on
‘exceptionalism’ (Schaefer, 1953), contained in some of the papers of the Iowa
group and, most notably, in William Bunge’s thesis Theoretical Geography (1962,
2nd edn, 1966). Bunge, who had worked at Iowa for a short period, extended the
arguments of Schaefer to the effect that geography is the science of spatial rela-
tions and inter-relations, geometry is the mathematics of space, and so geometry
is the language of geography. The chorological viewpoint, emphasizing the char-
acter of and inter-relationships within specific places or regions, was rejected in
favour of a geography based on spatial analysis, which stressed the geometric
arrangement and the patterns of phenomena. Relative position in space —
distance measured in various ways — became the main explanatory factor.

With some irony, Bird (1993, p.11) comments that ‘the one and only revolution in
geography’ taok place in June 1966: ‘An event in the literature enables us to date the
last straw, when the last idiographic bastion in geography was overthrown — the
destruction of the idea that locations could never be anything but unique.’

In an article Grigg (1965) had tried to argue that all parts of the earth’s surface
are unique. If it is held that geography includes the study of the location of its data
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and that ‘locations are unique’, then geography cannot fully employ the scientific
method. In June 1966, however, Bunge published a short commentary to Grigg's
paper, asserting that ‘locations are not unique’, but general. Locations are compar-
able as witnessed by such terms as ‘near’, ‘far’, ‘close’, ‘distant’ and ‘adjacent’,
which describe the relativity of locations. It is thus the relativity of spatial loca-
tions that can be analysed in a scientific way.

Quantification as such does not lead to any scientific revolution in the Kuhnian
sense. The change from absolute to relative space as the focus of geographical
study had, however, basic philosophical implications and was in this sense re-
volutionary. It is therefore better to talk of the spatial science school rather than
quantitative revolution and quantitative geography to describe the new trends
of the 1950s and 1960s (Figure 3.6 p. 68).

The major advances towards a unifying methodological and philosophical basis

. for the spatial science school were made in the 1960s by British geographers,

notably Peter Haggett, Richard Chorley and David Harvey. Locational Analysis in

m,l Human Geography by Peter Haggett was published in 1965. The importance of this
(L book lay in its overview of much new theoretical work in the subject. Haggett
ol (ibid., pp. 14-15) used the diagram reproduced in Figure 3.12 to illustrate the

\ argument that there are three traditional subject associations of geography: with
MG the earth sciences (geology and biology), with the social sciences and with the

fl geometrical sciences. Haggett (ibid., pp. 15-16) maintained that:
1t

il

i ’llll The geometrical tradition, the ancient basis of the subject, is now probably the weakest of
M the thre_e. Much of the most exciting geographical work in the 1960s is emerging from

m applications of higher order geometries . . . Geometry not only offers a chance of weld-
A Ing aspects of human and physical geography into a new working partnership, but
N revives the central role of cartography in relation to the two.
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Figure 3.13 The basic elements in Haggett’s model for the study of spatial systems, t,,
and t; representing stages in diffusion.
After Haggett, Cliff and Frey 1977 p. 7.
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At the heart of geography as a science is the distributional view. Geography is a
discipline in distance. When we discuss space it is not the container space ‘that
frames the totality of a landscape; we prefer to think of space as a system of
distance relationships between objects’ (Hard, 1973, p. 184). The study of spatial
arrangements may be summarized in Haggett’s (1965) diagram (Figure 3.13) of
spatial structures. The sketch may be seen as a disaggregation of functional
regions such as those established around central places in a Christaller model,
into five geometrical elements (movements, channels, nodes, hierarchies and
surfaces). A sixth element, diffusion, was added later (Haggett et al, 1977). In
contrast to the traditional system of self-sustained regions, the primary element in
a modern society is the need and desire for interaction between places which
results in a pattern of movements. These might be studied as the geometric
pattern of straight lines between points, but in fact most movements are
channelled along particular route corridors, such as roads. So we can study the
patterns of channels which, together with nodes, represent an organization
network. The hierarchy represents the relative importance of the nodes and the
surfaces represent the system of land use as exemplified by the work of von
Thiinen. Patterns of human occupance are, however, not static. The process of
change in time therefore involves spatial diffusion as developed by Hagerstrand.

Haggett's book led to a fundamental debate within the subject. The arguments
presented by Kuhn (1962/1970a) on paradigm shifts within the world of science
were applied to the debate. Thus Chorley and Haggett (1967, p. 39) stated that
they had looked at the traditional paradigmatic model of geography and had
found that it was largely classificatory and under severe stress. They suggested
that geography should adopt an alternative model-based paradigm, and so made
it clear that the new development within the subject not only represented a wider
range of methods but also demanded a fundamental paradigm shift. Each
geographer was given the choice between the traditional and the new model-
based paradigms. Model building was set up as the aim of geographical
investigation, a task to be performed with the aid of quantitative methods and
the use of computers to handle data. A model was defined as an idealized or
simplified representation of reality that seeks to illuminate particular
characteristics. The concept is a wide one — for Chorley and Haggett (ibid.), a
model could be a theory or a law or a hypothesis or a structured idea.

The rapid development of spatial model building and the use of quantitative
techniques could not have taken place without computers, but computers did not
determine the development of spatial science: ‘Model building preceded the
invention of the computer in many sciences, but in a discipline like geography
which handles such large quantities of data it would hardly have been possible to
develop operational models worthy of the name without computers’ (Aase, 1970,
P. 23). This technological development had given the subject new possibilities
young researchers had no hesitation in exploring.

We may conclude that the technical development of the discipline (use of
computers and mathematical-statistical methods) could hardly be called a
‘revolution’ in Kuhn's sense. To talk about a ‘quantitative revolution’ may thus
give false impressions. But it is true that the ‘new’ geography provided the
discipline with notable research projects that could serve as ‘exemplars’ for new



&
©
(&

86 Geography: History and Concepts

students as, for instance, Hagerstrand’s diffusion model. And the renewed
discussion on the basic problems of the subject that followed in the wake of the
quantification process may be regarded as a sign of a crisis phase. Individual
research workers felt themselves more or less obliged to take a stand and to
clarify their own research situation, so there was little opportunity for
straightforward puzzle-solving. The transformation to a spatial science on the
basis that locations are essentially relative may also indicate a paradigm shift.
But the meaning of this transformation was not generally understood or
appreciated by the geographical community. Old ideas continued to flourish and
new ideas cropped up as results of criticisms of the spatial science school. Bird
(1993, p. 13) has characterized the changes in geography as constant revisions;
they may also be regarded as a multiparadigmatic development, since different
schools of thought continued to live side by side.

It may, however, be a characteristic of social science that new paradigms do not
become so well established to enable a relatively long period of normal science.
Or rather, we may have reached a stage of mature science where we experience
‘revolution in permanence’, in the Popperian sense.

CRITICS OF THE SPATIAL SCIENCE SCHOOL

Opposing the so-called “revolution’, Stamp (1966, p. 18) preferred to call it a ‘civil
war’, and noted that quantification had many points in common with a political
ideology; it was more or less a religion to its followers, ‘its golden calf is the
computer’. Broek (1965, p. 21) stated that ‘there are more things between heaven
and earth than can safely be entrusted with a computer’. Even Ackerman, one of
the advocates of quantification, warned (1963, p. 432) that ‘the danger of dead end
and nonsense is not removed by “hardware” and symbolic logic’. Minshull (1970,
p- 56) observed that the landscape was becoming a nuisance to some geographers,
that many of the models could only be applied to a flat, featureless surface, and
warned there was a real danger that these ideal generalizations about spatial
relationships could be mistaken for statements about reality itself.

Fred Lukermann (1958) reacted especially to attempts by the social physics
school to establish analogies with physics, maintaining that hypotheses derived
by analogy cannot be tested: falsification is impossible. In a series of papers in the
1970s, Robert Sack, a student of Lukermann, criticized the view put forward by
Bunge (1962) and Haggett (1965) that geography is a spatial science and that

0 geometry is the language of geography. Sack (1972) maintained that space, time

and matter cannot be separated analytically in a science concerned with providing
explanations. The geographical landscape is continuously changing. The
processes which have left historical relics and which are creating new inroads all
the time must be taken into account as important explanatory factors. The laws of

C)ng\@’ (] geometry are, however, static — they have no reference to time. The laws of
A
CeM

geometry are sufficient to explain and predict geometries, so that if geography
aimed only at analysis of points and lines on maps geometry would be sufficient
as geographical language. But, ‘We do not accept description of changes of its
shape as an explanation of the growth of a city . . . Geometry alone, then, cannot
answer geographic questions’ (ibid., p. 72). ‘
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Another problem, Broek pointed out (1965, p. 79), crops up if we pr(I)ject a
model derived from our own surroundings over the whole world as a universal
truth and measure different situations in other countries as g’e_@gt_igni’ﬁgm,the
‘ideal’ construct. Models based on research within the western cultural world
cannot be elevated into general truths. Brian Berry (1973b) came to the conclusion
that a universal urban geography does not exist, and that urbanization cannot be
dealt with as a universal process: ‘we are dealing with several funcfl.amenFa}ly
different processes that have arisen out of differences in culture and t1me?’ (ibid.,
1973b, p. xii). He divided the world into four universes: @) North Amerlca and
Australia, with their free market economies; (2) western Europe, with its planned
welfare economy; (3) the Third World, with its economy split between a
traditional and modern sector; and (4) the socialist countries, with their rigidly
planned economies. Each of these has its own urban geography, which again will
change through time. ‘ . .

Haggett et al. (1977, p. 24) also noted that ‘the Russian tranglatlon of the. first
edi@ioi_this,,baokfr(Haggett,,,l%ﬁ) ~made-clear-how. heavily. trhe—r .loeatlonal
explanations were rooted in the classical economics of the capitalist world.

Inevitably, the lopsidedness of the book will appeal to certain readers and
condemn it to others.’

THE ACHIEVEMENTS OF SPATIAL SCIENCE

It is commonly agreed that the spatial science school threw open the windows Qf
a hitherto introverted discipline, which had had its major links with idiographic
disciplines, such as history and geology. Disciplinary boundaries became much
more open; methods and theories were openly borrowed frqm geometry,
physics and social sciences as geographers became 1nvolve;d _in
multidisciplinary research projects. The 1960s and 1970s were optimistic
decades for geographical innovators. Student numbers grew rapidly and career
opportunities expanded considerably. ‘

The redevelopment of geography as a social science ralseq t}}e self—es'teem of
geographers and opened up a job market for candidates within plapmng and
administration. Generalists (as geographers still were, but now with added
technical and statistical knowledge) proved to be better adapted to the job
market than candidates with narrower specializations.

Haggett (1990, p. 6) argues for practical and pragmatic app'roaches in
geography: if ‘science is the art of the soluble, then much geography is the art of
the mappable’. ‘Thinking geographically’, liking maps and thinking by means of
them is intrinsically linked with geography. More than any other natural or
social science, geography is a visual science with similarities in this respect to
architecture and the history of art. We like to climb a mountain in order to get an
overview, a grand survey of the geographical patterns in front of us. We try to
describe and explain the world as we perceive it.

Description and mapping were also central to the trad.itional schools of
geography, but the spatial science school developed more refined method's that
made spatial correlations and statistical tests possible. The most recognizable
shift was, however, the downgrading of ordered description of what we know

i
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(cognitive description) and the development of sophisticated models and methods
in morphometric analysis such as are described by Figure 3.13 (p- 84). Most of the

empirical data. Christaller’s central place theory is an example of this. When trying
to achieve a general, theoretical explanation of patterns, theory was imported from
other sciences. In many cases it was economic theory.

A major achievement of the spatial science school has been the development of
sophisticated methods for the detection of spatial patterns. Many of the models,
including such a simple one as the ‘gravity model’, are good devices to compare
data and thus to describe geographical differences. These approaches have given
valuable insights into the geographical patterns which form the bases of our
analysis or are the results of our decisions. But it might be argued that spatial
science research developed greater refinement of description than explanation.
Many commentators within human geography have pointed out that spatial
science research has been confined to the empirical level, and that we need

i structuration theory to understand how ‘real’ or deep structures influence the
I M ! ~empirical outcomes or events. (We will return to this in Chapters 4 and 5.)
But still, in the frenetic search for grand explanations, we often forget the value
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Theories involving overuse of the land (without significant climatic change)

earth. Gregory (1985), Goudie (1990) and Huggett (1993) provide many examples SN @~ - - ———————
of these developments, and earlier editions of this book (Holt-Jensen, 1981; 1988)
also included a basic introduction to systems analysis in geography.
P Here we restrict the presentation to one example (see Box 3.5 and Figure 3.14 on
(M , the Sahel catastrophe), and agree with Unwin (1992, p. 129) that it is ‘surprising
@CF‘ (4" that ecosystems were not more extensively used as a framework for empirical
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%" research by geographers’. One reason for this deplorable fact may be that

biogeography has generally held a weak position in Anglo-American and
Scandinavian geography; however, the situation is much better in Germany.

The potentialities of systems analysis in general, and ecosystems analysis in
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Figure 3.14 A practical example of a systems model illustrating the possible reasons for the Sahel catastrophe

Source: After Reenberg, 1982

particular, have not been fully developed. Further, systems analysis could also be
applied to human geography, as Mabogunje (1976) has demonstrated: it is well
suited to giving a conceptual understanding of the factors that influence for
instance, rural-urban migration in developing countries.
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.._general structural theories. In undertaking a research project we may not be able to
" analyse more than a few factors; hence the systems model remains conceptual but, as

Box 3.5 The Sahel catastrophe explained with the aid of a systems
model

Chorley (1973a, p. 167) suggests that it is important that the challenge of environmental
deterioration is met with new positive feedback in the form of better planning and
control — a task for geographers. Let us consider the Sahel catastrophe, which is
analysed in a systems model (Figure 3.14) by the Danish geographer Reenberg (1982).
She uses the model to illustrate the great number of possible causes for the increasing
desertification of the Sahel belt of Africa. One possible explanation is climatic change
(on the left side of the figure). Climatic changes may be due to strictly natural factors
that have prevailed many times in the earth’s history. These changes may even have had
specific causes, such as increased vulcanism. Alternatively, climatic change may also be
induced by human activity, through increased industrialization and pollution. The
assumption that increased desertification is the result of climatic change can be tested
empirically by studying a series of meteorological observations taken over time.

Having studied the Sahel problem, however, geographers prefer the theories
presented on the right side of the model. It is not possible to postulate a simple chain of
causes and effects on this side of the model since many of the elements intermingle and
work on each other in complex ways. Some of these elements are associated with the
region’s traditional ways of life. For example, many tribes calculate their wealth in terms
of head of cattle, and so tend to overgraze. Other traditions include slash-and-bumn
methods of improving pasture and agricultural land, the collection of fuelwood and the
production of charcoal.

While external influences (labelled ‘imperialism’ in the figure) were relatively small,
some sort of natural balance was struck, which was regulated by mortality in periods of
drought. However, external influences have encouraged the population to use the
more fertile parts of the region for cash-crop production for sale in more industrialized
countries. Consequently, areas of subsistence agriculture have been reduced and the
pressures on these areas increased. Well meaning western initiatives, such as medical
provision and veterinary control, have meant that the population of both people and
cattle has increased, further exacerbating the problem of pressure on the land.
Development aid in the form of well-drilling to provide supplies of clean water has also
influenced the nomadic population’s wandering routes, resulting in patchy overgrazing
around watering places. Vegetation is destroyed and the desert expands day by day. A
particular problem is the ‘tragedy of the commons'. Although not continuously occupied
in former times most land was held in some sort of tribal ownership. Western
administrators, however, often classified land that was not currently being used as
‘common land', effectively removing local tribal responsibility for this land which resuted
in a loss of ecological balance.

From this somewhat simplified example we can appreciate the complexity of the
Sahel problem, which does not lend itself to mere cause-and-effect explanations or to

such, can help us to understand complex relationships.
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A ‘CRITICAL” REVOLUTION?

In 1972 Haggett appeared confident that the spatial science school had taken the
lead: ‘Today the general acceptance of [quantitative] techniques, the more com-

lete mathematical training of a new generation and the widespread availability
of standard computers on campus make the conflicts of a decade ago seem unreal’
(ibid., p. 460). He also pointed out (ibid.) that ‘the first years of over-enthusiastic
pressing of quantitative methods on a reluctant profession have given way to the
present phase in which mathematical methods are just one of many tools for
approaching geographic problems’.

In the meantime, a new type of criticism had been developing. In Directions in
Geography (Chorley, 1973b) a number of geographers who had, one way or an-
other, had some hand in the spatial science innovations discussed possible dir-
ections the discipline might follow in the future. Many of the contributors
suggested quite new directions for research, while others openly criticized dif-
ferent aspects of the spatial science approach. Harvey (1973, pp. 128-9) also be-
came a notable apostate, declaring that ‘the quantitative revolution has run its
course, and diminishing marginal returns are apparently setting in ......Our para-
digm is not coping well . . . It is ripe for overthrow’.
~ In retrospect, the 1960s could be characterized as an era of ‘hard science’ whereas,
in the 1970s, there was much questioning of the law-seeking approach. Guelke (1977a,
p- 385) concluded that ‘the idea that a scientific discipline must necessarily have laws
of its own is false. A discipline can be scientific if it uses or consumes laws from other
areas” Michael Chisholm (1975, pp. 123-5) noted that geographical ‘laws’ in general
would not meet the exacting specifications needed to qualify as laws, since they are
not generally verifiable. It would be more correct to talk of models and theories rather
than laws in geography, as a theory should be defined as an articulated system of
ideas or statements held as an explanation (ibid., pp. 123-6).

In Chisholm’s view the essential characteristic of central place theory, and other
theories established by the spatial science school, is their normative cha}'gcpgr; the
theoretical construct is not intended to show how the world is actually organized
but to demonstrate the patterns that would occur if reality were rational.

Descriptive, or what Chisholm called positive, theories seek to account for ob-
served phenomena, as did, for example, Copernicus’ theory of the motion of the
planets around the sun. The urban rank-size relationship is one of the more famous
regularities observed in geography, and may as such qualify as a positive theory,
according to Chisholm (ibid., p. 148). In positive theories the observations of discre-
pancies between the predicted state and actual states of the system may stimulate an
advance or changes in the theory, whereas normative theory is used to create a
world that is ‘rational’. Normative theories are useful in social studies and in town
and regional planning, and it was in these fields that many trained geographers
found career outlets in the 1960s and 1970s. It was the many assignations in this
field, observes Olof Warneryd (1977, p. 29), that encouraged the situation where
geography lost contact with its earlier scientific traditions. As in other fields of social
activity, there was a general belief in economic growth and economic theories;
however, the values embedded in these were not seriously debated.
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Another problem was that many of the geographical models used in planning
were static — for example, central place theory played a major role in many
development programmes but little attention was given to the fact that functional
space is dynamic and in more or less continual change.

An example from Sweden, discussed by Gunnar Olsson (1974), may clarify this
point. In the 1960s Swedish geographers were engaged in a far-reaching reform of
administrative districts, which was expressly intended to abolish spatial social
and economic inequalities in the country. The new municipalities were to be large
enough to sustain the considerable burden of the municipal welfare services. The
. | methodology used was to observe how the majority of people interacted in space
)’ | and then to translate the observations into a Christaller-type model:

Unnoticed by spectators and performers, the play was changed in the middle of the act.
The ought of justice disappeared into the wings, invisibly stabbed by the is of the
methodology. Exit man with his precise visions, hopes and fears. Enter Thiessen poly-
gons with crude distance minimisations and cost-benefit ratios.

(Ibid., p. 355)

No one thought to ask whether people wanted to change their observed interac-
tion patterns or whether the centralization led to disadvantages for some groups.
~ The spatial science of the 1960s made use of theories from other sciences,
notably economics, which were thought to give an objective description of society
and how it functions. Models were constructed which gave an apparent explana-
tion, but they were misleading or directly fallacious in so far as they failed to

_recognize that social situations might be_amenable to change: the models that

n0° o were developed tended to support society’s existing conditions. This is par-

(f “ , ticularly true of process models, which encourage us to believe that a trend, once

AT ascertained, will continue to operate in the future. Thus a theory which appears to

T be positive or based on realistic description is translated into the development’s

purpose through planning and political decision. It is during this sequence of

events that the theory becomes normative. In the SWdiEW&Tm"pTe, a planning

‘decision that had the objective of changing a social structure in fact led to the

conservation of the structure because of the theories and methods used in the

planning process. One conclusion that may be drawn from this is that the distinc-

tion between normative and positive theory may be useful in a theoretical classi-

fication but we must not ignore the fact that the same theory can be used in both a
normative and positive way.

Another conclusion drawn by a number of geographers in the late 1960s was

that physical planning had not been as effective in fostering social change and

-equality as many people had hoped. For example, many of the land-use and

transport plans that spread-from North America to practically every large city in

western and northern Europe, and in which many trained geographers had parti-

cipated, seemed to have increased the segregation of social classes and to have

sharpened differences in mobility between the car-owning and the car-less

groups. In transport planning, the interaction pattern of the average family had

been used as a guideline. Such ‘deviant’ travel patterns as those of old people

with no access to a car had not been given much attention. The reason for this had

been methodological; quantitative models were built to cope with aggregate and

‘hard’ data - that is, data easily expressed in numbers. ‘Soft’ data, which concern
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Figure 3.15  Schools of human geography 1950-1980. It must be stressed that this
classification should be treated with caution, for the criteria for the classification are not
consistent throughout the scheme. While ‘traditional’ schools are mainly classified on the
basis of their themes, most, but not all, of the ‘quantitative’ schools are classified in terms of
their type of theory. The ‘critical’ schools are a real mixture: some are classified on the basis
of their special methodology, while others owe their position to a particular political
approach. Systems analysis is better regarded as a general method which might be useful to a
number of schools rather than as a school in itself. The expressions ‘traditional’,
‘quantitative’ and “critical’ are in inverted commas because the use of these terms as labels is
highly debatable — as is the grouping of schools under each label

human attitudes and deviations in behaviour, could not be handled easily in such
models. But even research workers involved in aggregate studies were bound to
wonder about deviations from the ‘normal’, and this led to studies of the welfare
of special groups of people, such as old people, and a growing concern for the
position of the individual within a mass society.

Students of location theory also had second thoughts as they came to realize bonal
that ‘economic man’, that decision-maker blessed with perfect predictive ability /" AL
and knowledge of all cost factors, does not in fact exist. Locational decisions may &CTOY
be made on a rational basis, but this rationality relates ‘to the environment as it is
perceived by the decision-maker, which may be quite different from either “objec-
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tive reality’” or the world as seen by the researcher’ (Johnston, 1997, p- 150). It was
thus necessary to develop alternative theories to those based on ‘economic man’
and to investigate the decision-makers’ behaviour and perceptions. There are a
number of different research trends within geography that stem from these obser-
vations. Figure 3.15 gives a simplified classification for the period between the
Second World War and the 1980s. The “traditional’ and ‘quantitative’ schools have
been dealt with earlier. Some of the trends within ‘critical’ geography will be
outlined briefly below; a discussion of the philosophical basis of “critical’ geo-
graphy is postponed to the next chapter.

A NEW HUMANISTIC GEOGRAPHY

The - individual led some geographers to favour a revitaliza-

mmdiﬁonal schools in geography, including
those of the French school of regional geography. This trend, which may be
regarded as a new initiative by geographers who had not been involved in the
models-orientated approach of the 1950s and 1960s, emphasizes the need to study
unique events rather than the spuriously general. Anne Buttimer (1978, p. 73)
argued along similar lines to Vidal de la Blache that historical and geographical
studies belong together. She stressed the need to understand each region and its
inhabitants from the ‘inside’ - that is, on the basis of the local perspective and not
from the perspective of the researching ‘outsider’. Leonard Guelke (1974, p- 193)
advocated an idealist approach which “is a method by which one can rethink the
thoughts of those whose actions he seeks to explain’.

Guelke mainly based his arguments on the writings of R. G. Collingwood, the
Oxford historian and philosopher, and especially on The Idea of History (1946).
Guelke argued that these ideas are crucial to historical geography; it is important
that historical geographers ‘focus their attention on the meaning of human actions
of geographical interest, not merely their geographical [physical] expressions’
(Guelke, 1982, p. 12). ‘Different people in making use of the Earth have, for
example, created distinctive field and settlement patterns. These patterns are not
arbitrary, but reflect the thinking of the people who created them’ (Guelke, 1981,
p. 132).

We must not be constrained by the view that geographers are always obliged to
use the methods of natural science. A natural scientist is normally an outside
observer: it is difficult for him or her to take an inside view. Although a historian,
in Collingwood's sense, is unable to see directly into the minds of his or her
subjects, he or she is able to understand their actions as being products (as are the
historian’s) of rational thought. The historian will therefore use the hermeneutic
interpretative approach (see Chapter 4), involving verstehen or sympathetic under-
standing — trying to rethink the thoughts of historical characters, as far as his or
her knowledge of their cultural background allows, but not trespassing into psy-
chology. When we understand the beliefs which encouraged Columbus to sail
west to reach India, we have explained the motives for the voyage. It is not
necessary to discuss why Columbus held those beliefs for that would take us into
the realm of historical psychology.

The idealist approach, as advocated by Guelke, thus restricts itself to beliefs
that are in some way rational, and it leaves aside the emotional and psychological
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aspects of human behaviour. We cannot re-experience the emotional life of other
people. The approach, however, does not let us know for sure whether we have
really succeeded in ﬁncﬁng the true explanation for historical events. The idealist
philosophy has elements in common with phenomenology, which has also been
suggested as a useful approach for geographers.

Phenomenologists do not, however, make sharp distinctions between intellec-
tual and emotional life. The phenomenologist is more concerned with describing
the life experience of the researcher. This description must inevitably be subjec-
tive because ‘the approach fails to distinguish those elements of human existence
that are open to subjective understanding and those that are not’ (Guelke, 1981, p.
144). Phenomenologists are primarily concerned with our (subjective) knowledge
of the world around us: they attempt to create an objectified knowledge of our
experience of the phenomenal world. Our knowledge proceeds from the world of
experience and cannot be independent of that world.

Yi-Fu Tuan, although not defining himself a phenomenologist in the strict
sense, has written a number of inspiring essays and books introducing geogra-
phers to phenomenological ideas (1974; 1976; 1977; 1980). Tuan has stated (1971)
that geography is the mirror of humanity: to know the world is to know oneself.
Such a study is clearly based in the humanities rather than in social and physical
sciences: “The model for the regional geographers of humanist leaning is . . . the
Victorian novelist who strives to achieve a synthesis of the subjective and the
objective’ (Tuan, 1978, p. 204). Tuan prefers to use the term humanistic geogra-
phy for such studies, which are regarded here as including both idealism (in
Guelke’s terminology) and phenomenology.

In his book Conceptions of Space in Social Thought (1980) Robert David Sack
rejected those conceptions of space that stem from the natural sciences and that
were the only ones used in the spatial sciences. He suggests that, in other modes
of thought such as art, myth, magic and the child’s view of life, space may have
very different meanings: ‘If people see and/or evaluate things and space dif-
ferently and “non-scientifically”’, then social science must somehow represent and
capture those meanings’ (ibid., p. 8).

Such humanistic trends of thought may have been new to the English-speaking
world, but they can be related to significant traditions in both French and German
geography. Ewald Banse, whom Hettner described as the enfant terrible of geogra-
phy, attacked the ruling disciplinary matrix of the subject as early as the 1920s,
arguing that it only attempted to describe external reality. To understand the
essence of things in depth, says Banse (1924, p. 58), the science of geography
should be redefined as an art: ‘Only the unified perspective of both the visible
outer appearance and the inner core of things constitute real geography, which is
a spiritual presentation of experienced impressions.’

Nicholas Entrikin (1976, p. 616) makes the point that the humanist approach is
best understood as a form of criticism. However, as Johnston (1997, p. 196) points
out, we may also hold the view that ‘the human condition can only be indicated by
humanistic endeavour, for attitudes, impressions and subjective relations to places
(the “’sense of place”’) cannot be revealed by positivist research’. This can provide
insight into the essential structures of human relations to the environment. .

It is also clear that we will always use and need hermeneutic or interpretative
methods in geography. Dorling and Fairbairn (1997) point out that even a map is
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an interpretation of reality and has to be reinterpreted according to the purposes
of each particular use.

SPATIAL SCIENCE CRITICIZED FROM WITHIN

In contrast to humanistic geography, behavioural geography may be seen as
being based on criticism from within spatial science. This starts from a disillusion
with location theories involving, for instance, the concept of ‘economic man’,
However, the roots of behavioural geography are much older. In Europe, the
Finnish geographer Johannes Gabriel Grané and his Estonian student Edgar Kant
were attempting a behaviourist approach in the 1920s (Grano, 1929). Even in the
USA, behavioural and quantitative approaches were contemporary develop-
ments: the behavioural approach was taken up in the late 1950s and the 1960s by
Gilbert White, then at the University of Chicago, and his associates, who made a
series of investigations into the human response to natural hazards, guided by
theories of decision-making and influenced by methods used in psychology and
sociology. It was regarded as more important to map the personal perception of
the decision-maker than to describe the factual physical and economic conditions
of the environment, since the decision-maker would act upon his or her own
perceptions and not on the environmental factors themselves (White, 1973). Julian
Wolpert introduced behavioural geography to many human geographers through
a paper in 1964, which compared actual with potential labour productivity on
farms in central Sweden. He found that the sample farm population did not
achieve profit maximization and nor were its goals solely directed to that objec-
tive. The farmers were ‘spatial satisfiers’ rather than ‘economic men’.

A further aspect of behavioural analysis is the concept of the mental map of the
environment. Mental mapping has been taken up by a number of workers, among
them Rodney White and Peter Gould (1974). A somewhat different approach
to behavioural work is found in Allan Pred’s (1967; 1969) two-volume work
Behaviour and Location, in which Pred tried to present an ambitious alternative to
theory-building based on ‘economic man’. The time-space geography
Hagerstrand and his associates (see p. 81) established may also be seen as a
critique not so much of the spatial science school as of important aspects of social
science research in general. In simple terms, it provides a method of mapping
spatial behaviour while at the same time representing a reorientation of scale
away from aggregate data towards studies of individual behaviour. More import-
ant, however, is its introduction of a new economic theory in which time and
space are regarded as scarce resources, the allocation of which forms the basis of
the social realities we study.

A corresponding concern for the individual within mass society is also basic to
welfare geography, which developed as a special branch in the 1970s. Paul Knox
(1975) stated that it was a fundamental objective for geography to map social and
spatial variations in the quality of life. The study of such spatial inequalities was
taken up by Coates and Rawstron (1971), Morrill and Wohlenberg (1971), Coates
et al. (1977) and Smith (1979), and a number of others. While some of this work
represented the geographer as a ‘delver and dove-tailer’, a provider of informa-
tion, other examples, notably The Geography of Poverty in the United States (Morrill
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and Wohlenberg, 1971), also proposed both social and spatial policies for chang-
m%/\f})iizgsg fr?r}\acgtrllcc)?gle, welfare geography works within the framework of the
existing ecé)nomic and social system, radical ggography called fpr lcalo;h ;{evol:—
i theory and revolutionary practice. Its aim was Clgarly voiced by Harvey
’.dogarz}z]zl Justice and the City (1973, p. 137): “Our objective is to ehmm?te'ghettos.
mh OSfore the only valid policy with respect to this objective is to ehmme}te the
rcror?gitioné which give rise to the truth of the theory. In other words, we’ vIv_;sh the
Thiinen theory of the urban land market to become not true. arv;y
- tained this could only be done if the market economy was eh.mmated. T. e
maltntherefore was the self-conscious construction of a new para'd1gm for social
- /ra hic thé)ught, which might stimulate a political awake;ung and s.tart a
geO_gl rflovement with the ultimate goal of bringing about a social reyolutmn.
Sog::lrr (1974) commented that Harvey relied too much on economic exp.la.na—
tions; 1yn our postindustrial society, control ,is no lgnger economic bu't pol‘tic‘;a:,l_,
making a Marxist analysis more or less passe. Morrill (1974), howeverl,llrc\1 re e
ing Harvey'’s Social TJustice and the City (1973), confessed that he was Euﬁe 1rrl1 st of
the way by the revolutionary analysis, but t.hat he could not make the C{1@1 ee 1:1 "
accepting that our task is no longer to find truth but to create and accep

particular truth.

REVOLUTION OR EVOLUTION?

favoured revolution in society, so he supported t'he paradigm
]c%i[cjgtljr?;v t(;lye simplified Kuhnian model of the deve'lopme.:nt of s<:1enc}e1 thrsogi}l
revolutions: ‘A quick survey of the history of thought in social science sd ()tx}/lvat pat
revolutions do indeed occur’ (Harvey, 197?;, p..122). ‘Harv.ey ass.un’}lle [hat the
motivation for the construction of a paradigm in spc1a1 science is tT(; es1ratial
manipulate and control human activity and sqcml phenomena. € ;rllase al
science paradigm, according to this view, came into e.:x15tence. ;Ls a resptEd i
pressures from the material, or economic, ba§e of society, whic .suiggelzs oy
desirability of discovering ways of mani)pulauon and control, particularly w

i or (Quaini, 1982, p. 155). L

thi_lglli,rg;r(llg;%(jtp_ (1%1) did not Tepgard Kuhn as a rgvc?lutioniiry beca;se 2f ]ha11sl
abstraction of scientific knowledge from its m.at(_erlah.stl‘c lt?ase ; Acco-r mgf ) Jon
Widberg (1978, p. 9), Kuhn provides a dialect'lc—ldea.hstlc 1nterp1fetat1}?nh(.) tsc1 "
tific advancement. Widberg maintained that it 1s.p0551ble to describe t ﬁe és.f(f)rye o
scientific thought within a discipline on the basis o.f four fqndamenta y differ
views. These are categorized through two sets of dichotomies:

Mechanical Dialectical

I Il
il VvV

|dealistic
Materialistic

A mechanical view implies that the development of science is 'linear, wfifthT;aCh
new generation continuing from the point where the old generation left off. There
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are no revolutions, only growing specialization, professionalization and the ad-
vancement of better methods and understanding. Kuhn expresses the dialectical
view when he maintains that a science develops through contradictions and
revolutions with changes of paradigms.

An idealistic viewpoint implies that ideas are the driving force behind scien-
tific development and change. Each individual makes his or her own choice, and
it is the genius of scientists that counts, A materialistic viewpoint implies that the
material base governs the advancement of scientific knowledge. Scientific activity
reflects the special interests of those who are in control of the means of production
(ibid., pp. 2-3). In Harvey and Widberg’s telling, the story of geography has been
the tale of the geographical legitimation of the social conditions that produced it.

But it is also possible to argue that in geography paradigms (or, rather, schools
of thought) have not succeeded each other but, to a greater extent, continue to

that concepts and lines of thought survive after basic shifts have taken place in the
discipline, and may Crop up again in new clothing,

Anne Buttimer (1981, p. 82) maintains that the idea of a ‘paradigm’ has proved
appropriate for describing developments within the physical sciences; it fits less
comfortably in the story of biological sciences and finds itself on rough ground
when applied to any field that aims at a comprehensive understanding of human-
ity and environment. Buttimer (ibid.) maintains that everyone who has studied in
some depth the life, work and experiences of those individuals who have taken a
leading role in the shaping of our science will appreciate that the paradigm model
gives a distorted picture of actual developments.

Figure 3.15 illustrates the existence of parallel schools of thought within geogra-
phy since the Second World War. This is in line with Johnston (1997, p- 389), who
concludes that ‘human geography is currently characterized by a multi-paradigm
situation at the world-view level — and by a wealth of exemplars on which re-
search is based’.

From this we may draw the conclusion that the dichotomy between a dialectical
and mechanical understanding of the history of our subject is an interesting
academic study, but the truth as we see it lies somewhere between the contradic-
tions. Shifts of major importance do occur, but they seldom encompass the whole
scientific community — old ideas and concepts remain with us to a large extent;
new discoveries may sometimes have the character of mutations — and usually
they look more like rephrasings of old truths.

To analyse the dichotomy between an idealistic and a materialistic view, we
have to discuss social research and values more closely. Initially this means we

need to get a better understanding of the debate on positivism and critical
philosophy.
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4

-

Positivism and its Critics

The prestige and support that aid research stem from the general belief that
research is an almost objective, value-free activity. Most people think of research
as an uncompromising search for truth, an activity unaffected by the emotions,
beliefs, attitudes and desires of either the researcher or of the society in which the
research takes place. When research workers discuss scientific results in the same
way as politicians discuss political issues, many people will conclude that there
must be something wrong with the research and hence its prestige sinks. Social
scientists who work with less exact or less clearly definable data are particular
targets for such attitudes.

Natural scientists, as a rule, work with discrete materials which lend them-
selves to experiment and objective analysis. Their conclusions are widely received
as truths. Social scientists have a weaker database, are often personally involved
in the research issue and can seldom experiment with their material. The question
of objectivity is therefore most acute for social scientists. The results of social
science research are often regarded by the public as if they were merely points of
view. A discussion on the role of values in the social sciences is therefore import-
ant — not only for the viability of research activity but also for relationships
between scientists and the general population, and for public attitudes towards
science.

POSITIVISM AND CRITICAL THEORY

Scientific and philosophical discussion has produced two chief categories of meta-
theory (superior theories or theories about theories) for scientific research:
positivism and critical theory. ‘Both trends are in a sense more “climates of
opinion” than definite schools of thought. There is far more discussion within the
trends than between them’, says Skjervheim (1974, p. 213). There are a number of
different versions and definitions for each of these meta-theories.

Critical theory is associated with a group of scholars frequently known as the
Frankfurt School, represented (particularly since 1950) by Jirgen Habermas. As
we do not restrict the discussion below simply to the work of the Frankfurt
School, we will henceforth use the expression ‘critics of positivism’ rather than




